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Create a Multi-Line Chart (Configuration Example)

Area Charts

Create an Area Chart (Configuration Example)

Dashboard tabDashboard tab

Dashboard tab

Manage Dashboards

Create Dashboard

Management tabManagement tab

Management tab

Index Patterns sub-tab

Saved Objects sub-tab

Advanced Settings sub-tab

Applications SectionApplications Section

Applications Section

Docker tabDocker tab

Docker tab

Virtualization

Docker Images

Add a new Docker Image

Add a New Docker Container

Virtual Machines tabVir tual Machines tab

Virtual Machines tab

Storage Pools

Create a Storage Pool
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Create sdb Storage

Networks

Libvirt VM Tool

Create a new VM via Libvirt

WiFi Controller  tabWiFi Controller  tab

WiFi Controller tab

Install OpenWiFi

Get OpenWiFi Script

Install OpenWiFi Script

Enable/Disable WiFi Controller

Applications :: WiFi Controller :: Gateway

Devices side-tab

Firmware side-tab

System side-tab

Applications :: WiFi Controller :: Provisioning

World side-tab

Inventory side-tab

Contacts side-tab

Locations side-tab

Configurations side-tab

System side-tab

Network Function Vir tualizationNetwork Function Vir tualization

Network Function Virtualization
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This document provides user information and details on the Nodegrid Platform and the supporting
units:

Nodegrid Serial Console Series

Nodegrid Net Services Router

Nodegrid Gate SR

Nodegrid Bold SR

Nodegrid Link SR

Nodegrid Hive SR

Nodegrid Mini SR

Nodegrid NSR Lite

NotificationsNotifications

USAUSA

This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference when the equipment is operated in a commercial environment. This
equipment generates, uses, and can radiate radio frequency energy and, if not installed and used in
accordance with the instruction manual, may cause harmful interference to radio communications.
Operation of this equipment in a residential area is likely to cause harmful interference, in which case
the user will be required to correct the interference at his/her own expense.

CanadaCanada

This Class A digital apparatus complies with Canadian ICES-003.

Cet appareil numérique de la classe A est conforme à la norme NMB-003 du Canada.

European UnionEuropean Union

This is a class-A product. In a domestic environment, this product may cause radio interference in
which case, the user may be required to take adequate measures.

Nodegrid User Guide 6.0.10Nodegrid User Guide 6.0.10

WARNINGWARNING

Changes or modifications to this unit not expressly approved by the party responsible for
compliance could void the user’s authority to operate the equipment.
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This provides information on using Nodegrid Manager and various connections to the device.

User Interface InformationUser Interface Information
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WebUI HeaderWebUI Header

This header provides links to major sections of the Nodegrid OS. Several tools are also available. 

Each icon opens options to view and modify settings. Details on each section are available in the
User Guide.

Device InformationDevice Information

Starting with v5.10.0, the device model is shown right next to the Nodegrid logo. Model names
include Manager, Bold SR, Gate SR, Link SR, Hive SR, Net SR, Compute Card, USB-C96, Mini SR,
NSC-T48R, NSCP-T48R, among others.

The current user, hostname, and domain name are shown at the right of the search bar
(admin@NGM1.localdomain in the example below). Hostname and Domain name can be set in
Network :: Settings.

If the checkbox System :: Preferences :: Show Hostname on WebUI Header is set, the hostname will

also show at the center of the header, as in the example below. The color can be configured right
below the checkbox.

The hostname is also shown in the browser's tab title if the user is logged in:

User Navigation through BrowserUser Navigation through Browser

When you refresh a page, you get a warning stating you will be logged out of the device.

Note:Note:  The warning message may differ from browser to browser.

User InterfacesUser Interfaces
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When you click back, you are directed to the previously accessed Nodegrid page; when you click
forward, you are taken to the page you accessed before going to the previous page.

Search BarSearch Bar

The search bar provides advanced search capabilities to locate and view information. Boolean
expressions are allowed. See Search Functionality for more details.

Account drop-down optionsAccount drop-down options

The account name drop-down provides several options. 

Change PasswordChange Password

1. On the Account NameAccount Name (upper right) drop-down, click Change PasswordChange Password.
2. On the Change Password dialog: 

Enter Old PasswordOld Password.
Enter New PasswordNew Password and Confirm PasswordConfirm Password.

3. Click SaveSave.

API DocumentationAPI Documentation

This links to the Nodegrid API documentation.

Licensing and ConformanceLicensing and Conformance
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This opens the page with Nodegrid license and conformance details. 

AboutAbout

This displays the About pop-up dialog with the device version and hardware details.

Banner Section IconsBanner Section Icons

Each device’s Nodegrid Platform can be accessed from ZPE Cloud via WebUI. This provides full
access to device configuration and management.

All modern browsers with HTML5 are supported, including mobile (phone/tablet) browsers. This
includes Internet Explorer 11, Edge, Chrome, and Firefox.

Device WebUI Section IconsDevice WebUI Section Icons
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MenuMenu IconIcon Des crip tionDes crip tion

Access Easy access for all device users. With appropriate permissions, users can start sessions,
control power and review device logging details.

Tracking Provides an overview of general statistics and system information, including system
utilization and serial port statistics.

System Administrators can perform general admin tasks (firmware updates, backups ,
restorations, licensing).

Network Access and management of all network interfaces and features.

Managed Devices Administrators can add, configure, and remove devices managed through the Nodegrid
platform.

Cluster Administrators can configure Nodegrid Cluster feature.

Security User access configuration options and general security settings.

Auditing Administrators can configure auditing levels and locations, and some global logging
settings.

Dashboard Users and administrators can create and view dashboards and reports.

Applications Only visible with a valid Virtualization license. Administrators can manage and control
NFVs and Docker applications.

Configuration UpdatesConfiguration Updates

In all sections (excluding Access and Tracking), configuration updates can be implemented with
these buttons (located at upper right area on each page). Use of this feature is optional.

When making changes to Nodegrid configuration (changing firewall, changing network settings, etc.)
and Confirm button is not clicked before the 30-second timer expires, modifications are reverted. 

In this section, configuration changes can be initiated with these actions.

NOTENOTE

This feature is not available in all Nodegrid device versions.
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Start Start - initiates 30 seconds time window to apply the specific settings.
Confirm Confirm – setting changes are confirmed and permanently applied (if clicked before 30 second
window). (If not clicked before 30 seconds, settings are reverted back automatically.)
Revert Revert – changes are reverted and are not applied.
ReloadReload – reloads settings to refresh the displayed content.

Configuration Change ProcedureConfiguration Change Procedure

1. Open the configuration dialog.
2. Click StartStart (initiates the 30 second time window). 

3. Make changes in the parameters.
4. Click Save Save (timer restarts).
5. If changes are acceptable, click Confirm. If not acceptable, two options:

Click Revert Revert (configuration is restored).

If the timer goes to 0, changes are automatically reverted (configuration is restored).

CLI InterfaceCLI Interface

The Nodegrid Platform can be accessed through a CLI interface, by connecting to the platform with a
SSH client or through its console port. The interface can manage and configure the device, including
access to console target sessions. CLI structure generally follows the WebUI.

CLI FoldersCLI Folders

FolderFo lder Des crip tionDes crip tion

/access Access for all users to managed devices. Users with appropriate permissions can start sessions, control
power, and review device logging details.

/system Provides access to the combined functions of the Tracking and System menu (accessed with WebUI). Tracking
features include an overview of general statistics and system information (system utilization, serial port
statistics, etc.). Administrators can perform general admin tasks on the Nodegrid Platform (i.e., firmware
updates, backups, restorations, and licensing).

/settings Provides access to the system, security, auditing, and managed device settings, and configuration options.

The CLI provides many commands and options. General usage includes several basic commands.

CLI CommandsCLI Commands
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CLI Com m andCLI Com m and Des crip tionDes crip tion

TAB TAB Lists all available commands, settings, or options currently available.

cd Returns user to root/home directory.

cd –
 (cd<space><dash>

Moves to previous location

cd /settings/authorization
    cd /settings /authentication
    cd - # it goes back to authorization
    cd - # it goes  back to authentication
    cd - # it goes back to authorization

ls Lists the current folder structure.

show Displays current settings in a tabular view.

set Initiates changes and settings with “set option=value”. Multiple settings can be combined in sequence of
option=value pairs (i.e., set option1=value1 option2=value2).

Regular expressions are supported.

commit Commits changes to configurations. A “show” command can display whether previous line entries were saved.
If not saved, enter commit.

A “+” in front of the command prompt, [i.e., +admin@nodegrid /]#” is shown only when editing an entry or
configuration. To add new entries, the + indicator is not displayed – and “commit” is required.

cancel or revert Abort an “add” command”.

revert Restore a setting from the most recent “commit”

ExamplesExamples

Copy

Shell AccessShell Access

The Nodegrid Platform has direct access to the operating system’s shell. By default, this is only
available to the root user (directly) and admin user (from CLI). Direct shell access can be granted to
users of specific groups (useful for system automation processes which require direct shell access.
Authorization for users is provided with SSH key authorization. 

[admin@nodegrid /]# ls[admin@nodegrid /]# ls

access/access/

system/system/

settings/settings/

[admin@nodegrid /]# show[admin@nodegrid /]# show

[admin@nodegrid /]# show /access/[admin@nodegrid /]# show /access/

    name                   statusname                   status

    =====================  ==============================  =========

    Device_Console_Serial  ConnectedDevice_Console_Serial  Connected

[admin@nodegrid /]# set settings/devices/ttyS2/access/ mode=on-demand[admin@nodegrid /]# set settings/devices/ttyS2/access/ mode=on-demand

[+admin@nodegrid /]# set settings/devices/ttyS2/access/ rs-[+admin@nodegrid /]# set settings/devices/ttyS2/access/ rs-

232_signal_for_device_state_detection=232_signal_for_device_state_detection=

CTS   DCD   NoneCTS   DCD   None

[+admin@nodegrid /]# set settings/devices/ttyS2/access/ rs-[+admin@nodegrid /]# set settings/devices/ttyS2/access/ rs-

232_signal_for_device_state_detection=DCD enable_hostname_detection=yes232_signal_for_device_state_detection=DCD enable_hostname_detection=yes

[+admin@nodegrid /]# commit[+admin@nodegrid /]# commit

[admin@nodegrid /]#[admin@nodegrid /]#

None Copy
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Access should be limited based on shell access requirements. This requires careful consideration
and caution. Changes made through shell access can have a negative impact.
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This provides an overview of all available devices (Search is available). Users can connect to
managed devices and review current device status. User permissions and the current state of
Nodegrid Cluster nodes determine which devices are displayed.

Device SessionsDevice Sessions

When a user logs into the WebUI, the first page is the Access section. This is an overview of all
available user-accessible targets. Each device current connection status and available connection
types are shown.

Device SessionsDevice Sessions

StateSta te Ind icator co lorInd icator co lor IconIcon Des crip tionDes crip tion

Connected Green Nodegrid can successfully connect to the device and it is
available for sessions

In-Use Blue The Device is currently in use

Disconnected Orange Nodegrid could not successfully connect to the device and it
is not available for sessions

Unknown Grey The connection status is unknown. This is the default state
for devices with the connection mode On-Demand or for new
devices for which the discovery process is not completed.

Device sessions can be directly started from this location.

WebUI ViewWebUI View

Console (CLI) ViewConsole (CLI) View

Access to DevicesAccess to Devices
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Click Console to display a new target session window. 

Buttons at lower center can further control the session and device. Available options depend on
connection type and device configuration.

Session OptionsSession Options

OptionsOptions Des crip tionDes crip tion

Displays current device details.

Expand the window to use the full monitor screen. The session window does not expand beyond its
maximum size.

Performs a power off on the device through a connected Rack PDU or IPMI device.

Performs a power on for the device through a connected Rack PDU or IPMI device.

Initiates a power cycle on the device through a connected Rack PDU or IPMI device.

Display device’s current power status (as returned by a connected Rack PDU or IPMI device).

Closes the active session.

Expands or minimizes the command line options at the window’s lower center.

Close the CLI window to end the device session.

Copy & Paste FunctionalityCopy & Paste Functionality

Nodegrid supports Copy & Paste of text between the HTML5 graphical device session window and
the desktop environment. Some OS may require a different key combination.

NOTENOTE

TTYD terminal copy and paste is not currently supported within Windows and Linux.
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Windows and Linux user – Ctrl+Ins to copy highlighted text and Shift+Ins to paste.
 Mac users - Cmd+C to copy, and Cmd+V to paste.

Highlight the text and right-click to open the menu – or use the shortcuts. 

CLI Device SessionsCLI Device Sessions

A user can directly go to this directory with cd /access.

View currently available targetsView currently available targets

showshow.

Example:

Start a device sessionStart a device session

connect <target name>connect <target name>

Example:

[admin@nodegrid access]# show[admin@nodegrid access]# show

    name                   statusname                   status

    =====================  ==============================  =========

    Device_Console_SSH     ConnectedDevice_Console_SSH     Connected

    Device_Console_Serial  InUseDevice_Console_Serial  InUse

    IPMI                   ConnectedIPMI                   Connected

    RPDU                   ConnectedRPDU                   Connected

    usbS2                  ConnectedusbS2                  Connected

None Copy
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With an established connection, use the escape sequence ^Ec or ^O to further control the session.

Session OptionsSession Options

OptionOption Es capeEs cape
s equences equence

Des crip tionDes crip tion

. ^Ec. Disconnect the current session.

g ^Ecg Display current user group information.

l ^Ecl Send break signal (defined in Device Settings).

w ^Ecw Display currently connected users.

<cr> ^Ec<cr> Send ignore/abort command signal.

k ^Eck Serial port (speed data bits parity stop bits flow).

b ^Ecb Send a broadcast message. Type message after the escape sequence.

i ^Eci Display current serial port information.

s ^Ecs Change current session to read-only mode.

a ^Eca Change current session to read-write mode.

f ^Ecf Force current session to read-write mode.

z ^Ecz Disconnect a specific connected user session.

? ^Ec? Print this message.

Power Control options are available on targets connected to a managed Rack PDU or provided
power control through IMPI. The power menu can be displayed with ^O.

[admin@nodegrid access]# connect Device_Console_Serial[admin@nodegrid access]# connect Device_Console_Serial

[Enter '^Ec?' for help][Enter '^Ec?' for help]

[Enter '^Ec.' to cli ][Enter '^Ec.' to cli ]

login:login:

None Copy

NOTENOTE

Only console sessions or sessions which provide a text-based interface can be started from the
CLI.

NOTENOTE

Escape sequences can be changed in Device Settings.
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Power Menu - Device_Console_SerialPower Menu - Device_Console_Serial

Options:Options:

1. Exit1. Exit

2. Status2. Status

3. On3. On

4. Off4. Off

5. Cycle5. Cycle

Enter option: Enter option: 

None Copy
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The Nodegrid Manager provides advanced search capabilities to locate and view device information.

Device SearchDevice Search

In the WebUI, this is available on all Device views and can filter device lists based on search criteria.
On the CLI, the search command is available in the access folder.

Search Field OptionsSearch Field Options

Fie ldFie ld Des crip tionDes crip tion

[search string] A search string that represents part of or a complete string.

AND Combines multiple search strings with an Boolean AND.

OR Combines multiple search strings with a Boolean OR. Default search behavior for more than one search string.

NOT Targets matching the search string with Boolean NOT are excluded from the returns.

[field name] Limits the search results to a specific Field Name.

Examples of standard and custom field data searches

This includes groups (such as “admin” group), IP addresses or a specific device.

Example with AND “PDU AND IPMI” Example with AND “PDU AND IPMI” 

Search FunctionalitySearch Functionality

NOTENOTE

The function is available on stand-alone units and units in a Cluster configuration. All changes
to device information and newly added device properties are automatically updated in the
System as a background function.

NOTENOTE

The Boolean keywords AND, OR and NOT are case-sensitive. Lower-case is entered (and, or,
not) is included as part of the search string.
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Example with OR "PDU OR IPMI" Example with OR "PDU OR IPMI" 

Example with "PDU IPMI" Example with "PDU IPMI" 

[admin@nodegrid search]# search "PDU AND IPMI"[admin@nodegrid search]# search "PDU AND IPMI"

search: PDU AND IPMIsearch: PDU AND IPMI

results: 1 resultresults: 1 result

page: 1 of 1page: 1 of 1

[admin@nodegrid search]# show[admin@nodegrid search]# show

    name  status  actionname  status  action

    ====  ======  ==========  ======  ======

    IPMI  -IPMI  -

None Copy

[admin@nodegrid access]# search "PDU OR IPMI"[admin@nodegrid access]# search "PDU OR IPMI"

search: PDU OR IPMIsearch: PDU OR IPMI

results: 4 resultsresults: 4 results

page: 1 of 1page: 1 of 1

[admin@nodegrid search]# show[admin@nodegrid search]# show

    name                   status  actionname                   status  action

    =====================  ======  ===========================  ======  ======

    IPMI                   -IPMI                   -

    RPDU                   -RPDU                   -

    Device_Console_SSH     -Device_Console_SSH     -

    Device_Console_Serial  -Device_Console_Serial  -

None Copy
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Example with NOT "PDU AND NOT IPMI" Example with NOT "PDU AND NOT IPMI" 

Example with Field Name "name:PDU" Example with Field Name "name:PDU" 

[admin@nodegrid access]# search "PDU IPMI"[admin@nodegrid access]# search "PDU IPMI"

search: PDU IPMIsearch: PDU IPMI

results: 4 resultsresults: 4 results

page: 1 of 1page: 1 of 1

[admin@nodegrid search]# show[admin@nodegrid search]# show

    name                   status  actionname                   status  action

    =====================  ======  ===========================  ======  ======

    IPMI                   -IPMI                   -

    RPDU                   -RPDU                   -

    Device_Console_SSH     -Device_Console_SSH     -

    Device_Console_Serial  -Device_Console_Serial  -

None Copy

[admin@nodegrid search]# search "PDU AND NOT IPMI"[admin@nodegrid search]# search "PDU AND NOT IPMI"

search: PDU AND NOT IPMIsearch: PDU AND NOT IPMI

results: 3 resultsresults: 3 results

page: 1 of 1page: 1 of 1

[admin@nodegrid search]# show[admin@nodegrid search]# show

    name                   status  actionname                   status  action

    =====================  ======  ===========================  ======  ======

    RPDU                   -RPDU                   -

    Device_Console_SSH     -Device_Console_SSH     -

    Device_Console_SerialDevice_Console_Serial    

None Copy
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Global SearchGlobal Search

The WebUI has a Global Search field located at the top, next to current user information and log out.
Global Search works in the same as Device Search and supports the same keywords. This is
available at the top of all pages.

[admin@nodegrid search]# search "name:PDU"[admin@nodegrid search]# search "name:PDU"

search: name:PDUsearch: name:PDU

results: 1 resultresults: 1 result

page: 1 of 1page: 1 of 1

[admin@nodegrid search]# show[admin@nodegrid search]# show

    name  status  actionname  status  action

    ====  ======  ==========  ======  ======

    RPDU  -RPDU  -

None Copy
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Each device on the Nodegrid platform has embedded device information. This information is visible
to users and is fully searchable. The stored information includes discovered values and those set
during device configuration. An administrator can associate additional device information. 

The WebUI offers multiple ways to view and access devices. By default, all users have access to the
Table view. Other views are also available and improve the accessibility or visualization of the current
device status.

Each user can change the default view after login. To change the default view, display the preferred
view and click Pin ItPin It (upper right). 

Access SectionAccess Section
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This provides easy access to all devices with current status conditions. Any connected devices to a
device are shown on the Cluster page.

In the Table, the Action column shows buttons to access that device. The type of button depends on

the device: Console, SSH, Telnet, KVM, MKS. 

Click any device to provide the full range of access.
If the device has joined any remote clusters, the remote cluster details are displayed. This page
capture shows three clusters. The top one displays the local cluster details and the others are
remote clusters. 

Table tabTable tab

NOTENOTE

When attempting to access an unlicensed or expired license device, an error message displays.
Contact ZPE to update the license.
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Managing a Device using the Access tabManaging a Device using the Access tab

When there is a large number of devices connected and listed on this page, looking for a particular
device and managing its configuration on a different page can be a challenging and time-consuming
task. When you click the Device nameDevice name > ManageManage, you are directed to the Managed Access ::
Devices page.  For more information, see Manage DevicesManage Devices..

Page: 43 of 610  

https://docs.zpesystems.com/nodegrid/docs/manage-devices
https://docs.zpesystems.com/docs/manage-devices


These are additional functions on the page. 

SearchSearch– entry returns list of matches. These entries are accepted:
[search string] (string to represent part of or a complete string)
Boolean (AND, OR, NOT – caps only)
[field name] (limits results to a specific Field Name).

Clock Clock icon (shows a history of past searches)
"XX" (clears the search field)
ArrowArrow (show/hide table – click Down-arrowDown-arrow arrow to hide table, click Up-arrowUp-arrow to show
table)
ConsoleConsole (display CLI window) 

InfoInfo (pop-up dialog provides device-specific details) 

Function DescriptionsFunction Descriptions

NoteNote

Whether you are working within a single-cluster or multi-cluster setup, you can initiate a

search for the coordinator or peer.
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Pop-up dialog buttons:

ConsoleConsole button (opens the Console (CLI) window)
Event LogEvent Log button (pop-up window displays the raw log details) 

File ManagerFile Manager (display folder/file structure) 

PaginationPagination button – on the drop-down (100, 250, 500, 750, 1000) to select the number of
items to display on the page. 
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ColumnsColumns button - Details on each device can be viewed by selecting columns. As columns
are selected, they are displayed in the table. 
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Click on a device to provide the full range of access. 

This is an example of a Switch device: (available in v5.8+) 

View Device DetailsView Device Details
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Set Device USB Power OptionSet Device USB Power Option

1. To confirm the USB card supports USB Passthrough, go to System :: Slots. Supported cards

. Check the Add-ons column for the entry: Power ControlPower Control.

2. Go to Access :: Table.

3. Locate and click the device name.
4. On the pop-up dialog, select a power option. 

Power OnPower On < (turns power on)
Power OffPower Off (turns power off)
Power CyclePower Cycle (cycles power on and off)
Power StatusPower Status (current status)

Manage PowerManage Power
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This displays the physical hierarchies of the Nodegrid setup. Start connections can be applied to
each device. Devices can be found based on location (i.e., Nodegrid name, city name, data center
name, row and rack, and others). Filters can be applied based on location and device types. Select
from the expanded View column branches: Devices, Appliances, Groups. 

There are three trees in the View columns: DevicesDevices, AppliancesAppliances, GroupsGroups. Details can be observed
by clicking the Right-arrowRight-arrow icon.

Expand Individual TreeExpand Individual Tree

This example uses Devices.

1. Click the Right-arrowRight-arrow icon to display the next branch level. 

2. If further branch levels are available, expand as needed.
3. To contract the branch, click the Down-arrowDown-arrow icon.
4. To see every item in the tree, click on AllAll . 
5. Click on other items to see associated names (some clicked items may not have names).
6. In the Name column, click a name to display a pop-up dialog of details. 

Tree tabTree tab

Page: 49 of 610  



Search Cluster Peers and DevicesSearch Cluster Peers and Devices

In the search bar, enter the name of the coordinator or peer device you want to find within the cluster,
then press EnterEnter. This action will navigate you to the searched device, enabling quick and easy
access to locate the desired device.

SearchSearch– entry returns a list of matches. These entries are accepted:

[search string] (string to represent part of or a complete string)
Boolean (AND, OR, NOT – caps only)
[field name] (limits results to a specific Field Name).

Whether you are working within a single-cluster or multi-cluster setup, you can initiate a search for
the coordinator or peer. In a multi-cluster configuration, there is a super-coordinator alongside peer
coordinators and their associated peers/devices.  The search option simplifies the device list, making
it easier to identify devices based on your specified criteria. 
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This arranges all devices around connected Nodegrid units. It provides a complete overview of all
targets and Nodegrid units in a Cluster. 

Nodes can be dragged and dropped to change the view. Lines show the connections.

Click on a node to display a pop-up dialog of device details.

Node tabNode tab
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This tab shows device status on a global map. It provides an overview of all managed devices and
Nodegrid peers in a Cluster. Precise device location details are included down to a building level.
Use the mouse to navigate. Hover the mouse over a marker to display further controls. Click on a
marker to display device information and connections. Use the Lock View button to change the

default map window and zoom level.

Map data is fetched from OpenStreetMap directly from/to the user's browser.

Device location can be set on System :: Preferences :: Nodegrid Location. When location (static or

GPS) is not available, it is considered as (0,0) and a global map is displayed:

Blue markers are displayed for statically set locations, and green markers are shown when the
location is read from GPS.

Managed devices are shown with a circle whose color reflects the device state, similarly to Access ::

Table:

When coordinates are available, the view is zoomed in to fit the devices. Hovering over a device
reveals options to Zoom, Hide, Link, and Hide Peers. In the following example, a Nodegrid device in

Fremont, CA manages two other devices in other locations, and the Link option is selected:

Map tabMap tab
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When in a cluster, other visible peers are also shown, along with their own visible managed devices.

Clicking on one of the devices shows the summary information and control modal:

Navigation is available with mouse controls (drag, scroll). When the user leaves and returns to the
page, the last locked view is loaded.
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When the "Lock View" button is clicked, the padlock icon changes: 

When the button is toggled from unlocked to locked, the current view window is saved in a cookie on the

user's browser, and it is displayed when the user returns to the page.

If the user leaves the page with the view unlocked and returns later, the default view is displayed.
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This tab provides information on the Nodegrid device. 

If the device's System Profile is configured as Gateway Profile, Access :: Overview is the default

WebUI page. For devices with Out of Band Profile, the user can use the Pin ItPin It feature to designate
Access :: Overview as the default page. (available in v5.6+) 

Click the WidgetsWidgets button to configure the display. Select/unselect checkboxes as needed. The order
of the checkboxes can be moved (click on a checkbox item, drag and drop inside the widget). This
modifies the display of the Overview page. 

Review details, as needed.

Overview tabOverview tab
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The configuration requires Professional Services implementation. Contact Customer Support at
support@zpesystem.com for additional information.

If available, displays a custom view of Nodegrid units and devices with associated information. 

Image tabImage tab
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This provides information about the System and connected devices. This includes Open Sessions,
Event List, Routing Table, System Usage, Discovery Logs, LLDP, and Serial Statistics. 

Tracking SectionTracking Section

Page: 57 of 610  



This provides an overview of connected users and devices sessions.

Open Sessions tabOpen Sessions tab
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This lists all users actively connected to the system, where they are connected from, and the time
period. 

Terminate SessionTerminate Session

1. Go to Tracking :: Open Sessions :: Sessions Table.

2. In User column, locate session and select checkbox. 

3. Click TerminateTerminate.

Sessions Table sub-tabSessions Table sub-tab
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This shows information about active device sessions, the amount of connected session and the
users which are connected. 

Terminate SessionTerminate Session

1. Go to Tracking :: Open Sessions :: Devices Table.

2. In Device Name column, locate session and select checkbox.

3. Click TerminateTerminate.

Devices Table sub-tabDevices Table sub-tab

Page: 60 of 610  



This provides lists of events.

Event List tabEvent List tab
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This displays event details (read only). 

Export Event Listing to PDFExport Event Listing to PDF

The PDF file can contain a maximum of 10,000 results. The list is based on the Filter fields and the
FromFrom and ToTo dates.

1. Go to Tracking :: Event List :: Events.

2. (optional) Enter FilterFilter keyword.
3. (optional) Adjust FromFrom and ToTo date/time, then click SearchSearch.
4. Click Export to PDFExport to PDF.
5. On Save dialog, navigate to the preferred file location, then click SaveSave.

Events sub-tabEvents sub-tab
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This listing shows all the registered events and associated categories.

Event #Event # Des crip tionDes crip tion CategoryCategory

100 Nodegrid System Rebooting System Event

101 Nodegrid System Started System Event

102 Nodegrid Software Upgrade Started System Event

103 Nodegrid Software Upgrade Completed System Event

104 Nodegrid Configuration Settings Saved to File System Event

105 Nodegrid Configuration Settings Applied System Event

106 Nodegrid ZTP Started System Event

107 Nodegrid ZTP Completed System Event

108 Nodegrid Configuration Changed System Event

109 Nodegrid SSD Life Left System Event

110 Nodegrid Local User Added to System Datastore System Event

111 Nodegrid Local User Deleted from System Datastore System Event

112 Nodegrid Local User Modified in System Datastore System Event

113 Nodegrid ZTP execution success System Event

114 Nodegrid ZTP execution failure System Event

115 Nodegrid Session Terminated System Event

116 Nodegrid Session Timed Out System Event

118 Nodegrid Power Supply State Changed System Event

119 Nodegrid Power Supply Sound Alarm Stopped by User System Event

120 Nodegrid Utilization Rate Exceeded System Event

121 Nodegrid Thermal Temperature ThrottleUp System Event

122 Nodegrid Thermal Temperature Dropping System Event

123 Nodegrid Thermal Temperature Warning System Event

124 Nodegrid Thermal Temperature Critical System Event

126 Nodegrid Fan Status Changed System Event

127 Nodegrid Fan Sound Alarm Stopped by User System Event

128 Nodegrid Total number of local serial ports mismatch System Event

129 Nodegrid dry contact change state System Event

130 Nodegrid License Added System Event

131 Nodegrid License Removed System Event

132 Nodegrid License Conflict System Event

133 Nodegrid License Scarce System Event

Listing of Registered EventsListing of Registered Events
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134 Nodegrid License Expiring System Event

135 Nodegrid Shell Started System Event

136 Nodegrid Shell Stopped System Event

137 Nodegrid Sudo Executed System Event

138 Nodegrid SMS Executed System Event

139 Nodegrid SMS Invalid System Event

140 Nodegrid Connection Up System Event

141 Nodegrid Connection Down System Event

142 Nodegrid SIM Card Swap System Event

144 Network Failover Executed System Event

145 Network Failback Executed System Event

150 Nodegrid Cluster Peer Online System Event

151 Nodegrid Cluster Peer Offline System Event

152 Nodegrid Cluster Peer Signed On System Event

153 Nodegrid Cluster Peer Signed Off System Event

154 Nodegrid Cluster Peer Removed System Event

155 Nodegrid Cluster Peer Became Coordinator System Event

156 Nodegrid Cluster Coordinator Became Peer System Event

157 Nodegrid Cluster Coordinator Deleted System Event

158 Nodegrid Cluster Coordinator Created System Event

159 Nodegrid Cluster Peer Configured System Event

160 Nodegrid Search Unavailable System Event

161 Nodegrid Search Restored System Event

166 Nodegrid Wireguard Tunnel Up (Post Up) (v5.8+)  

167 Nodegrid Wireguard Tunnel Down (Post Down) (v5.8+)  

200 Nodegrid User Logged In AAA Event

201 Nodegrid User Logged Out AAA Event

202 Nodegrid System Authentication Failure AAA Event

204 Nodegrid System Authentication Account Blocked AAA Event

300 Nodegrid Device Session Started Device Event

301 Nodegrid Device Session Stopped Device Event

302 Nodegrid Device Created Device Event

303 Nodegrid Device Deleted Device Event

304 Nodegrid Device Renamed Device Event

305 Nodegrid Device Cloned Device Event

306 Nodegrid Device Up Device Event
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307 Nodegrid Device Down Device Event

308 Nodegrid Device Session Terminated Device Event

310 Nodegrid Power On Command Executed on a Device Device Event

311 Nodegrid Power Off Command Executed on a Device Device Event

312 Nodegrid Power Cycle Command Executed on a Device Device Event

313 Nodegrid Suspend Command Executed on a Device Device Event

314 Nodegrid Reset Command Executed on a Device Device Event

315 Nodegrid Shutdown Command Executed on a Device Device Event

400 Nodegrid System Alert Detected Logging Event

401 Nodegrid Alert String Detected on a Device Session Logging Event

402 Nodegrid Event Log String Detected on a Device Event Log Logging Event

410 Nodegrid System NFS Failure Logging Event

411 Nodegrid System NFS Recovered Logging Event

450 Nodegrid Datapoint State High Critical Logging Event

451 Nodegrid Datapoint State High Warning Logging Event

452 Nodegrid Datapoint State Normal Logging Event

453 Nodegrid Datapoint State Low Warning Logging Event

454 Nodegrid Datapoint State Low Critical Logging Event

460 Nodegrid Door Unlocked Logging Event

461 Nodegrid Door Locked Logging Event

462 Nodegrid Door Open Logging Event

463 Nodegrid Door Close Logging Event

464 Nodegrid Door Access Denied Logging Event

465 Nodegrid Door Alarm Active Logging Event

466 Nodegrid Door Alarm Inactive Logging Event

467 Nodegrid PoE Power Fault Logging Event

468 Nodegrid PoE Power Budget Exceeded Logging Event
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This presents information usage details. The sub-tabs provide read-only information.

Memory Usage sub-tabMemory Usage sub-tab

CPU Usage sub-tabCPU Usage sub-tab

Disk Usage sub-tabDisk Usage sub-tab

System Usage tabSystem Usage tab
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This shows the logs of the discovery processes set on the Managed Devices setting for auto
discovery. 

Manage LogsManage Logs

Reset LogsReset Logs

1. Go to Tracking :: Discovery Logs.

2. Click Reset LogsReset Logs.

The table is cleared.

Discovery Logs tabDiscovery Logs tab
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This displays network Interface information, LLDP, Routing Table, IPsec Table, and Hotspot details.

Network tabNetwork tab

NOTENOTE

The displayed sub-tabs can change depending on the device configuration.
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View MSTP Instance DetailsView MSTP Instance Details

1. Go to Tracking :: Network :: MSTP.

2. In MST Instance column, click on name (displays dialog). 

3. Click ReturnReturn.

MSTP sub-tab (Net SR)MSTP sub-tab (Net SR)
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This displays the network interface statistics, like state, package counters, collisions, dropped and
errors. 

Review Interface DetailsReview Interface Details

1. Go to Tracking :: Network :: Interface.

2. Click on an Interface (displays dialog): Review details:  
Detailed StatisticsDetailed Statistics section
Rx StatisticsRx Statistics  section  

Tx StatisticsTx Statistics  section  

3. CancelCancel button returns to the InterfaceInterface sub-tab.

Interface sub-tabInterface sub-tab
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Before you track the status of the failover of a device you must trigger the failover for that device. To
trigger the failover, navigate to the section Network :: Failover :: Connections. For more information,

see the section Configuring Network Failover. You can track the status of the failover history of
devices by navigating to Tracking:: Network :: Failover. 

This page includes the following options:

HistoryHistory: The history section provides a detailed view of events within a specified time interval, including

failover, failback, and failover disabled events. This data is visually presented in a chart, with dates and the

connection statuses displayed. 

Date intervalsDate intervals: By default, the page opens with a one-month interval, which can be adjusted using the

start and end date fields. You can filter historical data by specific date intervals using the search

fields, allowing for targeted analysis of past events. This historical data is visually
represented in a chart for an intuitive overview. 
Status tableStatus table: The status table displays the current connection status, reasons for failovers,
and event counters, providing real-time insights into network performance and issues. 
Show History TableShow History Table: You can choose to view this data in a tabular format by enabling the
Show History Table checkbox, offering flexibility in how information is presented and
analyzed.
Reset CountersReset Counters: At the bottom of the chart, counters for failover and failback events within the selected

interval are displayed. Clicking on Reset CountersReset Counters resets the Failover counter and displays the

last reset timestamp adjacent to it.

Tracking Network FailoverTracking Network Failover
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When Network Failover is disabled, the status table is absent. Only the historical data is displayed.

 When hovering over a connection interval, additional information is revealed, such as the event
type, order number (indicating the sequence of failover active connection), to connection, from
connection, reason, start date, and end date.
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The Switch Interfaces sub-tab provides an overview of all switch ports.

NSRNSR

GSRGSR

Switch Interfaces Sub-tabSwitch Interfaces Sub-tab
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BSRBSR

Edit Switch Port Interface (NSR, NSR Lite)Edit Switch Port Interface (NSR, NSR Lite)

1. Go to Network:: Switch:: Switch Interfaces.

2. In the table, select the checkbox.
3. Click EditEdit(displays dialog). Enter the following details:

a. StatusStatus: Enable or disable the switch port. By default, the SFP0 and SFP1 are
enabled and the expansion card ports are disabled.

b. DescriptionDescription: Enter port description.
c. SpeedSpeed: 

i. Auto: For SFP0 and SFP1, the “Auto” means the SFP type will be read from
the SFP EEPROM when the configuration is saved or during the boot, and the
10G or 1G speed will be set accordingly; it requires the SFP transceiver to be
present when the configuration is saved or during the boot. For non-SFP
ports, the “Auto” means auto-negotiation is enabled for 1G, 100M and 10M.
Note:Note:  If auto-negotiation is required for 1G SFP in SFP0, SFP1, and 8-SFP,

select 1G speed and select Auto-negotiation EnabledAuto-negotiation Enabled
ii. 10G: 10 Gbps

iii. 1G: for SFP0, SFP1 and 8-SFP, the “Auto-negotiation” selection is available
for speed 1 Gbps.

iv. 10/100/1000: to be used with 10/100/1000BASE-T SFP transceivers
v. 100M: 100 Mbps
vi. 10M: 10 Mbp

d. Port VLAN IDPort VLAN ID: VLAN to be assigned to the untagged ingress packets
e. Jumbo FrameJumbo Frame: The Jumbo Frame configured under Global will be used if enabled.
f. ACL EgressACL Egress: Select the Access Control List for the egress packets.

g.  DHCP SnoopingDHCP Snooping: Trusted means this is a trusted port so DHCP Server responses
will be accepted; Untrusted means the DHCP Server responses will be dropped. This
configuration is applicable only if DHCP Snooping is enabled under Global, and
DHCP Snooping is enabled in the VLANs. 

h. MSTP StatusMSTP Status: Enable or disable the spanning tree in the port. For this configuration
to be active, the Spanning Tree under Global needs to be enabled.

i. BPDU GuardBPDU Guard: If a port with BPDU Guard enabled receives a BPDU, the port is
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disabled. The MST Role will show Disabled (BPDU Guard)Disabled (BPDU Guard). For this configuration
to be active, the Spanning Tree under Global needs to be enabled.

4. Make changes, as needed.
5. Click SaveSave.

Edit Switch Port Interface (BSR, GSR)Edit Switch Port Interface (BSR, GSR)

1. Go to Network :: Switch :: Switch Interfaces.

2. In the table, select the checkbox.
3. Click EditEdit (displays dialog).

4. Make changes, as needed.
5. Click SaveSave.

Edit Switch Port (BSR, GSR)Edit Switch Port (BSR, GSR)

1. Go to NetworkNetwork :: SwitchSwitch :: Switch InterfacesSwitch Interfaces.
2. In the table, select the checkbox. Click EditEdit(displays dialog).

a. *StatusStatus: Enable or disable the switch port. By default, the switch ports are enabled.
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b.  DescriptionDescription: Enter port description.
c. SpeedSpeed: 

i. AutoAuto: auto-negotiated speed.

d. Port VLAN IDPort VLAN ID: VLAN to be assigned to the untagged ingress packets.
e. Jumbo FrameJumbo Frame: The default MRU size is 10240 bytes.

3. Make changes, as needed.
4. Click Save.Save.

View the Switch Interfaces Status and StatisticsView the Switch Interfaces Status and Statistics

Go to Tracking :: Network :: Switch Interfaces to view the switch interfaces status and statistics.
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The Switch interfaceSwitch interface tab provides detailed statistics of all the interfaces connected to the Nodegrid
device and displays EEPROM information when a transceiver is connected to the SFP interface.

How Users can Benefit from these Detailed Statistics?How Users can Benefit from these Detailed Statistics?

Administrators can view the managed switches information to configure and monitor the behavior of
switch interfaces and transceiver EEPROM information such as transceiver type, vendor, electrical or
optical measurements, part number,  and other specifications. 

Viewing the Detailed SFP and EEPROM StatisticsViewing the Detailed SFP and EEPROM Statistics

To view all the detailed SFP Statistics:

1. Log in to your Nodegrid device.
2. Go to TrackingTracking >  NetworkNetwork> Switch InterfaceSwitch Interface. All the available interfaces attached to the

device are listed on this page. 
3. Click the name of any interface to view the detailed statistics. You can view the following

details:
a. Under Detailed Statistics Detailed Statistics you can view the following information:

i.  InterfaceInterface: The name of the interface.
ii.  StatusStatus: If the interface is currently enabled or disabled
iii. SpeedSpeed: The speed at which data is transmitted or received
iv. Rx PacketsRx Packets: Number of packets received.
v.  Tx PacketsTx Packets: The number of packets transmitted.
vi.   StateState: The state of the interface, whether it is up and running or not.
vii. Rx BytesRx Bytes: The number of bytes received.

Viewing the Switch interfaces Status and StatisticsViewing the Switch interfaces Status and Statistics
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viii. Tx BytesTx Bytes: The number of bytes transmitted.
ix.  DescriptionDescription: The description provided while adding an interface.

b.  SFP Information: SFP Information:  This section is displayed only when there is an EEPROM module
connected to the switch.
For example, if there is a connection issue in a remote site, the Network Administrator
can use the transceiver EEPROM data to verify:

i. If there is a transceiver connected in some interface 
ii. The type of transceiver and the vendor
iii. The electrical and optical measurements if supported by the transceiver

The following image displays sample data for an SFP EEPROM module
captured in the SFP information section:

  Unauthorize 802.1x SessionUnauthorize 802.1x Session

1. Go to Tracking :: Network :: Switch Interfaces.

2. Select checkbox(es).
3. Click Unauthorize 802.1x SessionUnauthorize 802.1x Session.
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(read only) This shows the routing rules that Nodegrid follows for network communications. Any
added static network routes are included. 

Routing Table sub-tabRouting Table sub-tab

Page: 82 of 610  



(read only) This displays information in MAC settings. 

MAC Table sub-tab (NSR)MAC Table sub-tab (NSR)
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(read only) This displays information for each IPsec tunnel connection. 

To appear on the IPsec list, Monitoring must be enabled for each IPsec tunnel.

IPsec sub-tabIPsec sub-tab
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This shows Wireguard connection details. 

View Details on Wireguard ConfigurationView Details on Wireguard Configuration

1. Go to Tracking :: Network :: Wireguard.

2. In Interface Name column, click on a name (displays dialog of details). Review details.

Wireguard sub-tabWireguard sub-tab
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(read-only) This displays all devices currently connected to the hotspot. 

Hotspot sub-tabHotspot sub-tab
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(read only) This displays traffic information from each configured QoS (Quality of Service)
class/interface. If the QoS interface is bidirectional, two entries are shown (one for input and one for
output). 

QoS sub-tabQoS sub-tab
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(read-only) This displays Flow Exporter details. 

Flow Exporter sub-tabFlow Exporter sub-tab
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This tab contains DHCP server tracking information. Since v5.10.0, it is divided into Leases and

Network Range sections.

DHCP sub-tabDHCP sub-tab
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This sub-tab shows information about all addresses (dynamic and reserved) currently leased by the
DHCP server configured on the Nodegrid device. The items displayed in the leases table can be
customized by selecting options from the "Columns" button, and the column order can be rearranged
by dragging-and-dropping the corresponding items in the "Columns" list. Column preferences are
stored in a cookie on the user's browser.

Detailed lease informationDetailed lease information

Clicking on the IP address of an entry on the table shows for the selected entry all of the values that
are potentially shown on the main table, including IP Address, Hostname, MAC Address, Reserved,
Time left, Lease Expiration, Last Transaction, Vendor Class Identifier, Lease Start, and Client
Identifier. The available details may vary depending on factors such as the lease type (dynamic or
reserved) and IP protocol (IPv4 or IPv6).

The Return button returns to the main leases table. The Reserve Address button is only shown if the

lease is dynamic and the current user has write permission.

Leases sub-tabLeases sub-tab
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Reserving a dynamic leaseReserving a dynamic lease

When the Reserve Address button is available, clicking it takes the user to a menu similar to Network

:: DHCP Server :: <address> :: Hosts :: Add (see "Manage DHCP Server" section), with applicable

fields pre-populated with the values from the selected dynamic lease. Clicking Save turns the

dynamic lease into a reserved address for that client.
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This sub-tab provides an overview of the Network Ranges configured in the Nodegrid DHCP server.
For each range, it shows the number of leased IPs, the maximum number of leases possible in that
range, the number of leases currently available, and the Router IP. If any number is above 1000, it
will show as "1000+".

Network Ranges sub-tabNetwork Ranges sub-tab
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(read only) This shows devices that advertise their identity and capabilities on the LAN. LLDP
advertising and reception can be enabled in Nodegrid with network connections. 

LLDP sub-tabLLDP sub-tab
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This shows connection statistics for physically connected devices, like serial and USB devices, and
wireless modems. The available options will depend on the specific Nodegrid unit.

Devices tabDevices tab
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This provides statistical information on the serial ports connectivity such as transmitted and received
data, RS232 signals, errors.

Reset StatisticsReset Statistics

1. Go to Tracking :: Devices :: Serial Statistics.

2. Select checkboxes next to Port numbers. 

3. Click Reset StatisticsReset Statistics.

Serial Statistics sub-tabSerial Statistics sub-tab

NOTENOTE

This sub-tab is not available on Nodegrid VM.
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This provides details about connected USB devices and initialized drivers.

View USB Device DetailsView USB Device Details

1. Go to Tracking :: Devices :: USB devices.

2. In USB Port column, click on a USB port (displays dialog). 

3. Review details.
4. Click ReturnReturn to go back.

Convert M2 Analog Modem to USB Serial DeviceConvert M2 Analog Modem to USB Serial Device

1. Go to Tracking :: Devices :: USB devices.

2. In USB Port column, click on name of a M.2 Analog Modem.

3. On the dialog, click Set as Serial DeviceSet as Serial Device.
4. Click SaveSave.

Convert USB Analog Modem to USB Serial DeviceConvert USB Analog Modem to USB Serial Device

1. Go to Tracking :: Devices :: USB devices.

USB devices sub-tabUSB devices sub-tab

NOTENOTE

This sub-tab will only display if a USB adopter is linked to the device.
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2. In USB Port column, click on name of a USB Analog Modem (displays dialog).

3. On the dialog, click Set as Serial DeviceSet as Serial Device.
4. Click SaveSave.
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This displays information about Bluetooth devices. 

Unpair BluetoothUnpair Bluetooth

This removes the pairing relationship between a Bluetooth device and the Nodegrid device, such
that they won't automatically connect to each other. This makes the Nodegrid device "forget" a
previously paired Bluetooth device.

1. Go to Tracking :: Devices :: Bluetooth.

2. Select checkbox.
3. Click UnpairUnpair.

Connect BluetoothConnect Bluetooth

This activates the connection between a paired Bluetooth device and Nodegrid device.

1. Go to Tracking :: Devices :: Bluetooth.

2. Select checkbox.
3. Click ConnectConnect.

Disconnect BluetoothDisconnect Bluetooth

This deactivates the connection between a paired Bluetooth device and Nodegrid device.

1. Go to Tracking :: Devices :: Bluetooth.

2. Select checkbox.
3. Click DisconnectDisconnect.

Bluetooth sub-tabBluetooth sub-tab

NOTENOTE

This sub-tab will only display if the device supports Bluetooth, and a Bluetooth device is
connected.
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(if enabled) This displays a map of GEO Fence locations. View can be zoomed in or out. 

GEO Fence sub-tabGEO Fence sub-tab
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This provides information about scheduled tasks. 

Reset LogReset Log

1. Go to Tracking :: Scheduler.

2. Select checkbox(es) to reset.
3. Click ResetReset.

Scheduler tabScheduler tab
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(ready only) This displays Nodegrid system hardware information.

HW Monitor tabHW Monitor tab
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Go to Tracking :: HW Monitor :: Thermal.

This displays the current CPU temperature, System temperature, and FAN speeds (if available). 

Thermal sub-tabThermal sub-tab
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Go to Tracking :: HW Monitor :: Power.

This displays information about current Power sources (current state and power consumption). 

Power sub-tabPower sub-tab
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This shows the status of GPIO ports (only displayed for models with GPIO ports.

Example – Nodegrid Gate SR WebUI Example – Nodegrid Gate SR WebUI 

I/O Ports (GPIO) sub-tab (Gate SR/Link SR only)I/O Ports (GPIO) sub-tab (Gate SR/Link SR only)
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(read-only) This shows configured connections with the ZPE Cloud application. 

ZPE Cloud TabZPE Cloud Tab
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This shows configured underlay and overlay paths of SD-WAN tunnels.

Path status conditions are:

NormalNormal (no issue related to SD-WAN)
WarningWarning (SLA metrics are violated)
ErrorError (path is down)

This only displays path information if SD-WAN is enabled. To verify, go to Network :: SD-WAN ::

Settings and ensure Enable SD-WANEnable SD-WAN checkbox is selected. If disabled, warning message states:

SD-WAN must be enabled.SD-WAN must be enabled.

If topology is not yet configured inside the device, the following message displays:
No information to be displayed.No information to be displayed.

If there is an error communicating with the SD-WAN daemon, the following message displays:
Failed to communicate with SD-WAN daemon. Please reload.Failed to communicate with SD-WAN daemon. Please reload.

On the CLI, go to /system/sdwan/ directory and use show command to display details. 

The values displayed under columns of latency, jitter, and packet loss; are the average and the
threshold for each metric.

SD-WAN tabSD-WAN tab

NOTE:NOTE:

This message is also displayed on overlay tab from Hub device. SD-WAN does not measure
overlay paths inside Hub.
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System settings are configured for each device, including license keys, general system settings,
firmware updates, backup and restore, and other device management configurations. 

System SectionSystem Section
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This displays all licenses enrolled on this Nodegrid device, with license key, expiration date,
application, etc. Number of licenses (used and available) are shown in upper right. Licenses can be
added or deleted. If licenses expire or are deleted, the devices exceeding the total licenses changes
status to "unlicensed" (information is retained in the System). Unlicensed devices are not shown on
the Access tab.

For Nodegrid access and control, each managed device must have a license. The required license
for each Nodegrid serial port is included with the device.

Available license details are listed on the right side.

License tabLicense tab

NOTENOTE

A managed device is any physical or virtual device defined under Nodegrid for access and
control.
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Add a LicenseAdd a License

1. Go to System :: License.

2. Click AddAdd (displays dialog). 

3. Enter License KeyLicense Key.
4. Click SaveSave.

Delete a LicenseDelete a License

1. Go to System :: License.

2. Select checkbox to remove.
3. Click DeleteDelete.

Manage LicensesManage Licenses
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Main system preferences are configured in this tab. Any change in the fields activates the SaveSave
button. 

Preferences tabPreferences tab
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Settings are provided with individual sections on the page.

Configure Nodegrid Device PreferencesConfigure Nodegrid Device Preferences

1. Go to System :: Preferences.

2. In the Nodegrid Locationmenu, enter details:

a. Enter Address LocationAddress Location (a valid address for the device location).

b. Enter Coordinates (Lat, Lon)Coordinates (Lat, Lon) (if GPS is available, click CompassCompass icon or

manually enter GPS coordinates).
c. For Help LocationHelp Location, if applicable, enter alternate URL location for the User Guide. (The

administrator can download the documentation from ZPE (HTML5 or PDF, as
preferred) to be available for users (when HelpHelp icon is clicked.)

3. In the Session Idle Timeout menu (number of seconds of session inactivity until the session

times out and logs the user off.) This setting applies to all telnet, SSH, HTTP, HTTPS, and
Console sessions.

In Timeout (seconds)Timeout (seconds), enter a value:

zerozero  (0) – the session will never expire

Enter a value greater than or equal to 90. The default unit is seconds. Once
the session is inactive for the specified duration, the user is logged out of the
session and is informed on the GUI that the session has been timed out.

4. In the Nodegrid Configuration menu:

a. Enter Revision TagRevision Tag (a free format string used as a configuration reference tag - can be

manually updated or updated with an automated change management process).

b. Latest Profile AppliedLatest Profile Applied  (read-only) is the last applied profile (ZTP process or on ZPE
Cloud).

c. (optional) Show Hostname on WebUI HeaderShow Hostname on WebUI Header checkbox (displays the device hostname

on the WebUI banner. For  Choose Text ColorChoose Text Color, click in the color box and select color (click

in color grid or enter RGB or CYMK values.

5. In the Logo Page Logo Image menu: The administrator can change the logo image (png or jpg)

used on the Nodegrid WebUI login. It can be uploaded from the local desktop or a remote
server (FTP, TFTP, SFTP, SCP, HTTP, and HTTPS). This is the URL format (username and
password may be required): <PROTOCOL>://<Server Address>/<Remote File>.

a. (optional) Logo Image selectionLogo Image selection checkbox
b. In Logo Image menu, select one:

Use default logo imageUse default logo image radio button.
Update log image from local computerUpdate log image from local computer radio button (expands dialog). Click
Choose FileChoose File to locate and select logo (jpg, png)

c. On Remote ServerRemote Server radio button (expands dialog). URLURL (URL can be the IP address
or hostname/FQDN. If using IPv6, use brackets [ ... ]. Supported protocols: FTP,
TFTP, SFTP, and SCP.)

Manage PreferencesManage Preferences

NOTENOTE

Any change in value is applied on the next login.
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d. Enter UsernameUsername and PasswordPassword
(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name checkbox.
After upload, refresh the browser cache to display the new image.

6. In the Logo Banner Message menu, enter content in BannerBanner textbox. Or modify text, as needed

(use Enter for hard returns).

7. In the Utilization Rate Events menu:

a. (optional) Enable Local Serial Ports Utilization RateEnable Local Serial Ports Utilization Rate checkbox
b. Select Enable License Utilization RateEnable License Utilization Rate checkbox
c. Enter Percentage to trigger eventsPercentage to trigger events (event notification is generated when

percentage is reached)

8. In the Serial Console menu, on SpeedSpeed  drop-down, select baud rate (9600, 19200, 38400, 57600,

115200).

9. In the Power Supplies menu, select Enable A larm Sound when one power supply i s poweredEnable A larm Sound when one power supply i s powered

offoffcheckbox

10. In the Fan Alarm menu (displays only when device is equipped with fans), select EnableEnable

Alarm Sound on Fan Fai lureAlarm Sound on Fan Fai lure checkbox

11. In the Network Boot menu:

a. Enter Unit IPv4 AddressUnit IPv4 Address . (URL format:http://ServerIPAddress/PATH/FILENAME.ISO)
b. Enter Unit NetmaskUnit Netmask
c. On Unit InterfaceUnit Interface drop-down, select one (eth0, eth1)
d. Enter ISO URLISO URL

12. Review details, then click SaveSave.

NOTENOTE

Nodegrid can be configured to show a login banner on Telnet, SSHv2, HTTP, HTTPS
and Console login. This banner is displayed on the device login page. The default
content (below) can be edited.

The message can include device-specific information, such as Device Alias or other
device identifier details.

NOTENOTE

This displays only when device is equipped with two power supplies). Includes
option to enable alarm when powered off.

NOTENOTE

Nodegrid can boot from a network ISO image.
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This information identifies slots on SR devices with installed modules. 

Slots tab (SR only)Slots tab (SR only)
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Review Slot DetailsReview Slot Details

1. Go to System :: Slots.

2. In the table, click on a slot name (displays dialog varies according to the module). 

3. When done, click ReturnReturn.

Enable SATA Card in Slot 5Enable SATA Card in Slot 5

1. Go to System :: Slots.

2. In the table, click on Slot 5Slot 5 (displays dialog). 

3. Select Allow SATA card in slot 5Allow SATA card in slot 5 checkbox.
4. Click SaveSave.

Manage SlotsManage Slots
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Nodegrid devices supports NTP (Network Time Protocol) Authentication and Cellular Tower
Synchronization. This default configuration automatically retrieves accurate date/time from any
server in the NTP pool. NTP authentication provides an extra safety measure for Nodegrid to ensure
that the timestamp it receives has been generated by a trusted source, protecting it from malicious
activity or interception.

Date and Time tabDate and Time tab
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If needed, the date/time can be manually set. NTP is the default configuration. In manual
configuration mode, Nodegrid device uses its internal clock to provide date and time information.
Refresh the page to see the current system time. Date and time synchronization from cell tower is an
additional convenience that obtains exact time directly from the carrier network. 

To set the local time zone, select from the drop-down menu (default: UTC).

Configure Local TimeConfigure Local Time

Use this dialog to setup local time and UTC time zone for the device location.

1. Go to System :: Date and Time :: Local Settings.

2. In Date and Time menu, select one:

Auto via Network Time ProtocolAuto via Network Time Protocol radio button. Enter ServerServer .

ManualManual radio button (expands dialog): 

Local Settings sub-tabLocal Settings sub-tab
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Scroll through CalendarCalendar and select date.
Choose TimeChoose Time (hour, minute, second)

3. In Time Zone menu, OptionsOptions drop-down, select appropriate time zone.

4. In Cellular Tower Synchronization menu:

Select Enable Date and Time Synchronization Enable Date and Time Synchronization checkbox. 

5. Click SaveSave.

NOTENOTE

This is supported by units with an installed Wireless Modem card and valid SIM card.
The Nodegrid device can get date/time from the cellular tower. The SIM card must be
registered to the carrier network).

NOTENOTE

Both NTP and Cellular Tower Synchronization can be enabled. The last
date/time received from either source is applied. This allows updated date/time
with any connection failover configuration.

Page: 120 of 610  



This page enables the NTP Server. 

Configure the local NTP serverConfigure the local NTP server

1. Go to System :: Date and Time :: NTP Server.

2. Select Enable NTP ServerEnable NTP Server checkbox.
3. In Allowed NetworksAllowed Networks, enter all allowed networks (comma-separated).
4. Click SaveSave.

NTP Server sub-tabNTP Server sub-tab
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NTP reduces security risks associated with time synchronization. With authentication, there is
assurance a generated response is from an expected source (rather than maliciously generated or
intercepted). Authentication applies a list of agreed keys (passwords) between a server and a client.
Communication between server and client is encrypted with one of the agreed keys appended to the
messages. The appended key is un-encrypted to ensure it matches one of the agreed keys. Only
then is action taken. 

Configure Key Number SetConfigure Key Number Set

This requires Admin privileges. Repeat the process for each key number set.

1. Go to System :: Date and Time :: NTP Authentication.

2. Click AddAdd (displays dialog). 

3. Enter Key NumberKey Number (any unsigned integer (range: 1 to 232 – 1).

4. On Hash AlgorithmHash Algorithm drop-down, select one (MD5, RMD160, SHA1, SHA256, SHA384,

SHA512, SHA3-224, SHA3-256, SHA3-384, SHA3-512).
5. Enter PasswordPassword  character string (space character not allowed). Alternatively, enter a hexadecimal

number with prefix HEX HEX followed by the number ######.

6. Click SaveSave .

Delete Key NumberDelete Key Number

1. Go to System :: Date and Time :: NTP Authentication.

2. Select checkbox next to Key Number to delete.
3. Click DeleteDelete.

Link the NTP server and Key NumberLink the NTP server and Key Number

1. Go to System :: Date and Time :: Local Settings.

2. Use separator '| ' (pipe) between server address and its key number.

NTP Authentication sub-tabNTP Authentication sub-tab
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3. Make changes, as needed.
4. Click SaveSave.
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System maintenance features are available in System :: Toolkit page. 

Toolkit tabToolkit tab
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Reboot command is a graceful shutdown and reboot of the Nodegrid device. A warning message
informs that all active sessions will be dropped. During a reboot, the operating system is
automatically restarted.

On click, displays the pop-up dialog. Click OKOK to continue.

Reboot toolReboot tool
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On a shutdown, the operating system will be brought to a halted state. At this point, it is safe to drop
the power supply to the unit (turn off power supplies or removing power cords). To turn the unit back
on, the power supply must be stopped and then restarted.

On click, displays pop-up dialog. Click OKOK to continue. 

Shutdown toolShutdown tool
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Nodegrid can be updated on the WebUI or CLI.

1. Go to System:: Toolkit.

2. Click Software Upgrade Software Upgrade icon (displays dialog). 

3. In Image Location menu, select one:

Local SystemLocal System radio button (expands dialog). Enter F i lenameFi lename . 

Local ComputerLocal Computer radio button (expands dialog). Click Choose F i leChoose F i le. On dialog, locate and

select the file. 

NoteNote:  A dynamic status bar provides a real-time status of the file upload
progress. Once the upload is finished, the upgrade process will automatically
commence. You can use the CancelCancel  button to abort the operation. 

Remote ServerRemote Server radio button (expands dialog). Enter details. 

Software Upgrade toolSoftware Upgrade tool

NOTENOTE

Software upgrade/downgrade requires several minutes to process. Be patient.

NOTENOTE

Image files must be previously copied into '/var/sw' directory.
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Enter URL. URL. (URL can be the IP address or hostname/FQDN. If using IPv6, use brackets [ ... ].

Supported protocols: FTP, TFTP, SFTP, and SCP.)  Enter UsernameUsername  and Password.Password.

(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name checkbox.

4. (optional) Select Format partitions before upgrade. This will erase currentFormat partitions before upgrade. This will erase current
configuration and user partitionconfiguration and user partition checkbox.

5. In If downgrading section, select one:

Restore configuration saved on version upgradeRestore configuration saved on version upgrade radio button (Read the

instructions.)

Apply factory default configurationApply factory default configuration radio button (out of the box configuration) 

6. Click UpgradeUpgrade (requires several minutes).

This version can be upgraded from previous release v4.2.4 or newer. If necessary, to upgrade from
v3.2, v4.0, v4.1 or older v4.2 must first upgrade to v4.2.4, and then upgrade to latest version.

Downgrade is only allowed to v4.2.4 or newer. UEFI mode and Secure Boot must be disabled prior to
downgrading to v5.0 or older.
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A status bar (WebUI only) displays progress of the software upgrade. When complete, a success
dialog is displayed. 

CLI ProcedureCLI Procedure

To upgrade via the CLI, execute these commands:

[admin@nodegrid /]# software_upgrade[admin@nodegrid /]# software_upgrade

[admin@nodegrid {toolkit}]# show[admin@nodegrid {toolkit}]# show

The system will reboot automatically to complete upgrade process.The system will reboot automatically to complete upgrade process.

image_location = local_systemimage_location = local_system

filename =filename =

Image files must be previously copied to '/var/sw' directory.Image files must be previously copied to '/var/sw' directory.

format_partitions_before_upgrade = noformat_partitions_before_upgrade = no

if_downgrading = restore_configuration_saved_on_version_upgradeif_downgrading = restore_configuration_saved_on_version_upgrade

If no configuration matches the version, factory default will be applied.If no configuration matches the version, factory default will be applied.

saved_configurations: saved_configurations: 

Nodegrid 5.4.1 (2022-08-16)Nodegrid 5.4.1 (2022-08-16)

Nodegrid 5.4.1 (2022-05-02)Nodegrid 5.4.1 (2022-05-02)

Nodegrid 5.2.1 (2021-11-01)Nodegrid 5.2.1 (2021-11-01)

None Copy

Page: 129 of 610  



The Save Settings tool helps the users to save the current configuration.

1. Go to System :: Toolkit.

2. Click the Save SettingsSave Settings icon (displays dialog). 

3. In the Destination menu, select one.

Local System Local System radio button (expands dialog). When you select this option, the
backup is stored in the local file system that is accessible to the administrator through
the File ManagerFile Manager. Enter FilenameFilename. 

You can go to the File Manager and access the admin_group/config_backup  file.
Local Computer Local Computer radio button (file is saved on the local computer Download folder)
Remote Server Remote Server radio button (expands dialog) 

Enter URL.URL. (URL can be the IP address or hostname/FQDN. If using IPv6,
use brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and PasswordPassword
(optional) Select The path in the URL to be used as the absolute pathThe path in the URL to be used as the absolute path
namename checkbox.
ZPE CloudZPE Cloud radio button (expands dialog) (displays only if ZPE Cloud is
enabled). 

Save Settings toolSave Settings tool
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On Security, select one:

None None radio button

TMPTMP  radio button

4. Click SaveSave.

NOTENOTE

ZPE Cloud must be enabled on Security :: Services before this is
available.
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Saved configurations can be loaded from the Nodegrid device, a local connected computer, or from a
remote server. When applied on the Nodegrid device, that becomes the new configuration. The
server address can be the IP address or hostname/FQDN. If using IPv6, use brackets [ ... ].
Supported protocols: FTP, TFTP, SFTP, SCP, HTTP, and HTTPS.

1. Go to System :: Toolkit.

2. Click Apply SettingsApply Settings icon (displays dialog).
3. From the From menu, select one:

Local System rLocal System radio button (expands dialog). Enter FilenameFilename. You can select the
saved config from the Filename drop-down list as shown in the following image: 

Local ComputerLocal Computer radio button (expands dialog). Click Choose FileChoose File (locate and
select the file). 

Remote Server Remote Server radio button (expands dialog) 

Enter URL.URL. (URL can be the IP address or hostname/FQDN. If using IPv6,
use brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and PasswordPassword
(optional) Select The path in URL to be used as the absolute pathThe path in URL to be used as the absolute path
namename checkbox.

Apply Settings toolApply Settings tool
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4. Click ApplyApply.
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The Nodegrid solution offers multiple options to reset the unit to factory default settings. Displays this
dialog. The System Profile menu (Out Of BandOut Of Band or GatewayGateway) is available on: Link SR, Bold SR,

Gate SR, Hive SR, Net Services Router, and NSC Plus. (available in v5.8+)

During this action, all configuration files are set to factory default. There is an option to save or clear
all log files.

The system can also be reset by reformatting the whole system partition. This wipes all existing files
and resets the system back to the shipped state.

1. Go to System :: Toolkit.

2. Click the Restore to Factory Default SettingsRestore to Factory Default Settings icon (displays dialog, depending on the
device)
Gate SR, Bold SR, Net SR, Hive SR, Link SR, NSCP, Mini SR devicesGate SR, Bold SR, Net SR, Hive SR, Link SR, NSCP, Mini SR devices

NSC, NGM (VM) devicesNSC, NGM (VM) devices

3. In the System Profile menu, select one:

Out of BandOut of Band radio button
GatewayGateway radio button

Restore to Factory Default Settings toolRestore to Factory Default Settings tool

NOTENOTE

Hard restore is available on the Nodegrid device. To use, locate the RST button on the chassis.
Press the RST button down for at least 10 seconds. All configuration files are reset to defaults
and log files are cleared. The RST button (reset to factory default) requires a minimum ET
version of 80814T00. To determine the current version, see the About page details.
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4. (optional) Select the Clear all Log filesClear all Log files checkbox.
5. (optional) Select the Clear all Cloud ConfigurationClear all Cloud Configuration checkbox.
6. Click RestoreRestore.

When you factory reset a device using the Gateway system profile, you lose access to the device
through the WebUI. To access the device through WebUI, you need to perform the following actions: 

1. Access the device through the console.
2. Reset the password.
3. Set the value of the following field to no:  set block_unsolicited_incoming_package= noset block_unsolicited_incoming_package= no
4. Save the changes.

You can now access the device through Web UI. Once you get access, ensure the fields listed below
are set to the following settings. 

1. Go to SecuritySecurity :: Services.Services.
a. Set the Cipher Suite Level FieldCipher Suite Level Field value to High.High.
b. Select the Block host with the MultipleBlock host with the Multiple Authentication Failure Authentication Failure field.
c. Verify if the following fields are disabled:

Enable VMware Manager
Enable Automatic Cluster Enrollment
Enable VM Serial Access
Enable Zero Touch Provisioning
Enable Telegraf
Enable SNMP Service
Enable Detection of USB devices 
Enable PXE (Preboot Execution Environment)
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A certificate can be loaded to the Nodegrid device from a connected local computer or a remote
server. On the dialog, there are two sub-tabs: Upload CertificateUpload Certificate and Create CSRCreate CSR.

The protocols FTP, TFTP, SFTP, SCP, HTTP, and HTTPS are supported.

Upload Certif icateUpload Certif icate

1. Go to System :: Toolkit.

2. Click System CertificateSystem Certificate icon (displays Upload Certificate sub-tab dialog). 

3. On From menu, select one.

Local ComputerLocal Computer radio button (expands dialog). Click Choose FileChoose File (locate and
select the file). Enter PassphrasePassphrase. 

If Remote Server Remote Server radio button selected (expands dialog). 

System Certificate toolSystem Certificate tool

WARNING!WARNING!

When the certificate is applied, the web server is restarted and active sessions are
disconnected.
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Enter URL.URL. (URL can be the IP address or hostname/FQDN. If using IPv6,
use brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter Username, PasswordUsername, Password , and Passphrase.Passphrase.

(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name
checkbox.

4. Click ApplyApply.

Create a Self-Sign Certif icateCreate a Self-Sign Certif icate

A self-sign certificate can be created and applied directly in the Nodegrid.

1. Go to System :: Toolkit.

2. Click System CertificateSystem Certificate icon.
3. On the Create CSRCreate CSR sub-tab, enter details: 

NOTENOTE

Importing an encrypted certificate (with the Passphrase) is supported.
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a. Country Code (C)Country Code (C)

b. State (S)State (S)

c. Locali ty (L)Locali ty (L)

d. Organization (O)Organization (O)

e. Organization Uni t (OU)Organization Uni t (OU)

f. Common Name (CN)Common Name (CN)

g. Emai l AddressEmai l Address

h. (optional) Enter Subject A lternati ve Names.Subject A lternati ve Names.

4. Select  Self-S ign certi fi cateSelf-S ign certi fi cate  checkboxcheckbox  (expands dialog). Enter Certi fi cate valid i ty (daysCerti fi cate valid i ty (days)

value. 

5. Click Self-s ign and applySelf-s ign and apply..

The page reloads after 10 seconds, and the certificate is applied.
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This creates a checksum baseline of a specific current configuration. Administrators can use this
quick tool to periodically verify if the configuration has changed.

1. Go to System :: Toolkit.

2. Click System Configuration ChecksumSystem Configuration Checksum icon (displays dialog). 

3. On Select Checksum Typemenu, select one:

MD5SUMMD5SUM radio button.
SHA256SUMSHA256SUM radio button

4. On Checksum Action menu, select one:

View current system configuration checksum View current system configuration checksum radio button
Create a checksum baseline of the current system configurationCreate a checksum baseline of the current system configuration radio button
Compare current system configuration checksum with a baselineCompare current system configuration checksum with a baseline radio button
On Baseline ReferenceBaseline Reference drop-down, select one. 

5. Click ApplyApply (displays results).

6. Review the results. If the configurations match, the main result is "Passed". If any change, all
altered locations are identified.

7. When done, click FinishFinish.

System Configuration Checksum toolSystem Configuration Checksum tool
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This provides essential network communication tools ("ping", "traceroute" and "DNS lookup"). Output
is displayed in the Command Output panel. Displays this dialog.

Send a PingSend a Ping

This command-line utility checks if a network device is reachable. The command sends a request
over the network to a specific device. If successful, a response from the device is displayed.

1. Go to System :: Toolkit.

2. Click Network ToolsNetwork Tools icon (displays dialog).
3. In the Ping or Traceroute and IP Address menu, enter IP  Address.IP  Address.

4. On InterfaceInterface drop-down, select one (selection depends on available interfaces: eth0, eth1,
backplane0, backplane1, docker0, sit0, tap0, tap1, Source IP Address).

5. Click PingPing.
6. Review results in Command Output panel.

Send a TracerouteSend a Traceroute

A traceroute sends ICMP (Internet Control Message Protocol) packets. Every router during the
packet transfer is identified. This determines if the routers effectively transferred the data.

1. Go to System :: Toolkit.

2. Click Network ToolsNetwork Tools icon (displays dialog).
3. In the Ping or Traceroute and IP Address menu, enter IP  AddressIP Address

4. On InterfaceInterface drop-down, select one (selection depends on available interfaces: eth0, eth1,
backplane0, backplane1, docker0, sit0, tap0, tap1, Source IP Address).

5. Click TracerouteTraceroute

6. Review results in Command Output panel.

Run a DNS LookupRun a DNS Lookup

This process looks for the DNS record returned from a DNS server. Devices need to translate email
addresses and domain names into meaningful numerical addresses.

1. Go to System :: Toolkit.

2. Click Network ToolsNetwork Tools icon.
3. In the Perform a DNS Lookup menu, enter Host nameHost name.

4. Click LookupLookup.
5. Review results in Command Output panel.

Detect MTUDetect MTU

1. Go to System :: Toolkit.

2. Click Network ToolsNetwork Tools icon.
3. In the Ping or Traceroute and IP Address menu, enter IP  Address.IP  Address.

4. On InterfaceInterface drop-down, select one (selection depends on available interfaces: eth0, eth1,
backplane0, backplane1, docker0, sit0, tap0, tap1, Source IP Address – enter Source IP

Network Tools toolNetwork Tools tool
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Address).
5. Click Detect MTU.Detect MTU.
6. Review results in Command Output panel.
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RESTful APIRESTful API

The Nodegrid Platform provides an embedded RESTful API. This provides API calls to access and
modify the Nodegrid device configuration. Displays this dialog.

1. Go to System :: Toolkit.

2. Click on the APIAPI icon.
Alternatively, on Banner, User NameUser Name drop-down (top right), click API DocumentationAPI Documentation.

3. On the left panel, click the Right-arrowRight-arrow to display API calls for that function. Request and Response

examples are included.

API toolAPI tool
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Example: "get audi ting emai l destination configuration"Example: "get audi ting emai l destination configuration"

gRPCgRPC

The gRPC framework is supported (default: disabled). To enable gRPC:

1. Go to Security :: .Services.

2. In Active Servicesmenu, enter details:

a. Select Enable gRPCEnable gRPC checkbox.
b. Enter gRPC PortgRPC Port

3. Click SaveSave.

gRPC is very scalable, performance-based RPC framework that uses simple service definitions and
structured data.

There are four service definitions:
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get_request (APIRequest) - reads data. Returns (APIReply).
post_request (APIRequest) - executes commands or add an entry. Returns (APIReply).
put_request (APIRequest) - executes commands that need a selected entry or update an
entry. Returns (APIReply).
delete_request (APIRequest) - deletes existing data sets (or destroys a session). Returns
(APIReply).

APIRequest expects three arguments:

path - gRPC path to be used.
ticket - authentication ticket for the request.
data - structured data, in json format.

All three arguments follow the same structure as the existing REST API's. See https://<Nodegrid
IP>/api_doc.html for more details.

APIReply returns two arguments:

message - structured data in json format
status_code - status_code as int32 number

ExamplesExamples

post_request (Authentication - returns a session ticket)

get_request (get network connection details)

post_request (add a phone number to the sms whitelist)

put_request (update an existing value on the sms whitelist)

delete_request (delete an existing value on the sms whitelist)

post_request({path: '/v1/Session', data: '{"username": "admin", "password":post_request({path: '/v1/Session', data: '{"username": "admin", "password":  

"admin"}'}, [...]"admin"}'}, [...]

None Copy

get_request({path: '/v1/network/connections', ticket: 'xxxxxxxxxxxxx'}, [...]get_request({path: '/v1/network/connections', ticket: 'xxxxxxxxxxxxx'}, [...]

None Copy

post_request({path: '/v1/system/sms/whitelist', ticket: 'xxxxxxxxxxxxx', datapost_request({path: '/v1/system/sms/whitelist', ticket: 'xxxxxxxxxxxxx', data  

'{"name": "phone1", "phone_number": "+111111111111"}' }, [...]'{"name": "phone1", "phone_number": "+111111111111"}' }, [...]

None Copy

put_request({path: '/v1/system/sms/whitelist/phone1', ticket: 'xxxxxxxxxxxxx', dataput_request({path: '/v1/system/sms/whitelist/phone1', ticket: 'xxxxxxxxxxxxx', data  

'{"phone_number": "+122222222222"}' }, [...]'{"phone_number": "+122222222222"}' }, [...]

None Copy
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delete_request({path: '/v1/system/sms/whitelist', ticket: 'xxxxxxxxxxxxx', datadelete_request({path: '/v1/system/sms/whitelist', ticket: 'xxxxxxxxxxxxx', data  

'{"whitelists": [ "phone1", "phone2" ]}' }, [...]'{"whitelists": [ "phone1", "phone2" ]}' }, [...]

None Copy
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This displays the folder and file structure. To review folder contents, click on the folder name. Root
(Home) folders cannot be renamed, deleted, or moved. The basic folder structure cannot be
modified. This is only available to users with administrator privileges. 

Download FileDownload File

This downloads the selected file(s) in a folder. Only files can be downloaded.

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab with the folder system).
3. Navigate to the folder that contains the file.
4. Select the checkbox for each file to download.
5. Click DownloadDownload.

Alternately, click on the File Name to download. Repeat as needed.

Delete File or FolderDelete File or Folder

This deletes the selected files/folders.

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. At the file location, select checkbox(es).
4. Click DeleteDelete.

Move File or FolderMove File or Folder

This moves the selected folders/files to a different folder location.

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. At the file location, select checkbox(es).
4. Click MoveMove.
5. On the Move pop-up dialog, enter TargetTarget path. 

File Manager toolFile Manager tool
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6. Click OKOK.

Rename File or FolderRename File or Folder

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. At the file location, select checkbox.
4. Click RenameRename.
5. On the Rename pop-up dialog, enter New NameNew Name. 

6. Click OKOK.

Archive File or FolderArchive File or Folder

When a root folder is archived, it is saved in the Home directory. It cannot be deleted or moved.

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. At the file location, select checkbox(es).
4. Click ArchiveArchive.
5. On the Create Archive pop-up dialog, confirm the Name Name (modify as needed). Select EmbedEmbed

directories in archivedirectories in archive checkbox. Click CreateCreate. 
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The archive is saved in the same folder location. It can be renamed, moved, or downloaded, as
needed.

Create New FolderCreate New Folder

Cannot be done in Home location.

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. Navigate to the folder location for the new folder.
4. Click New FolderNew Folder.
5. On the New Folder pop-up dialog, enter Folder NameFolder Name. Click OK. OK. 

The new folder is added in that location.

Upload FileUpload File

1. Go to System :: Toolkit.

2. Click File ManagerFile Manager icon (opens a new browser tab).
3. Navigate to the folder to contain the uploaded file.
4. Click UploadUpload.
5. On the Upload File pop-up dialog, click Choose FileChoose File. Locate and select the file, then click

OKOK. 

The file uploads and becomes available.

Access Additional Drive(s)/Drive PartitionsAccess Additional Drive(s)/Drive Partitions

(available in v5.6+)
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If additional drives/drive partitions are mounted on the Nodegrid device, these are shown on the File

Manager page. These locations can be used to store VMs and Docker images. This is enabled only

if the additional drive is mapped as "sdb" and formatted as ext2, ext3 or ext4.  See the Create sdb

Storage procedure (Applications :: Virtual Machines) and review the Storage pools section. 
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This tool creates a report on the system status of the Nodegrid device. The contents help investigate
the device's functionality. A series of commands output the state of the system, collect various log
files, and copy the important configuration files. The output compacted file helps debug the system in
case of any error or unexpected behavior.

The generated file is saved at:
/home/admin/logs/collection_nodegrid_XXXX-XX-XX_XX-XX-X.tar.gz 

Step 1 – Initiate Diagnostic DataStep 1 – Initiate Diagnostic Data

This runs the Diagnostic Data tool. The results are accessible in the File System or in the File
Manager tool. 

1. Go to Systems :: Toolkit.

2. Click the Diagnostic DataDiagnostic Data icon.
3. (Optionally) Uncheck the Apply Masking to Sensitive Information Apply Masking to Sensitive Information box to not mask the

sensitive information in case support needs raw data for troubleshooting.  

4. Click Generate.Generate.
5. The tool will run the diagnostics.

6. When done, click FinishFinish (returns to the Toolkit page).

Step 2 – Access the Diagnostic Data ResultsStep 2 – Access the Diagnostic Data Results

(Admin privileges required.)

1. Go to System :: Toolkit.

2. Click the File ManagerFile Manager icon.
3. Go to folder: /Home/admin_home/logs/Home/admin_home/logs. 

Diagnostic Data toolDiagnostic Data tool
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4. Locate the tarball and select the checkbox.
5. Click DownloadDownload.

Review the file, as needed.
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This allows enrollment of the device in ZPE Cloud. Displays this dialog.

Enable Cloud EnrollmentEnable Cloud Enrollment

1. Go to System :: Toolkit.

2. Click Cloud EnrollmentCloud Enrollment icon (displays dialog)
3. In the Cloud Enrollment menu:

a. Enter URLURL (of the Cloud application).

b. Enter Customer Code.Customer Code.

c. Enter Enrollment Key.Enrollment Key.

4. Click SaveSave.

CLI ProcedureCLI Procedure

1. On the Access table, click ConsoleConsole.
2. On the CLI window, enter these parameters, then use “show” to confirm the configuration.

To show ZPE Cloud enrollment settings:

Cloud Enrollment toolCloud Enrollment tool

[admin@nodegrid /]# cloud_enrollment[admin@nodegrid /]# cloud_enrollment

[admin@nodegrid {toolkit}]# <TAB><TAB>[admin@nodegrid {toolkit}]# <TAB><TAB>

cancel    commit    enroll    ls      set     show   cancel    commit    enroll    ls      set     show   

[admin@nodegrid {toolkit}]# set <TAB><TAB>[admin@nodegrid {toolkit}]# set <TAB><TAB>

customer_code=      enrollment_key=      url=    customer_code=      enrollment_key=      url=    

[admin@nodegrid {toolkit}]# set customer_code=12341234[admin@nodegrid {toolkit}]# set customer_code=12341234

[admin@nodegrid {toolkit}]# set enrollment_key=12341234[admin@nodegrid {toolkit}]# set enrollment_key=12341234

[admin@nodegrid {toolkit}]# set url=https://zpecloud.com[admin@nodegrid {toolkit}]# set url=https://zpecloud.com

[admin@nodegrid {toolkit}]# show[admin@nodegrid {toolkit}]# show

status: Enrolled at https://zpecloud.comstatus: Enrolled at https://zpecloud.com

url = https://zpecloud.comurl = https://zpecloud.com

customer_code = 12341234customer_code = 12341234

enrollment_key = ********enrollment_key = ********

[admin@nodegrid {toolkit}]# commit[admin@nodegrid {toolkit}]# commit

None Copy

NOTENOTE

To locate Customer Code and Enrollment Key, log into ZPE Cloud account and go to Settings ::
Enrollment. (The Enable Device EnrollmentEnable Device Enrollment checkbox must be enabled.)
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A confirmation is sent when the enrollment succeeds.

Once the ZPE Cloud is enabled on the device, access ZPE Cloud application to manage all enrolled
devices. Access requires a company registration and an admin user account.

[admin@nodegrid /]# cd /settings/zpe_cloud/[admin@nodegrid /]# cd /settings/zpe_cloud/

[admin@nodegrid zpe_cloud]# show[admin@nodegrid zpe_cloud]# show

enable_zpe_cloud = yesenable_zpe_cloud = yes

zpe cloud url: https://zpecloud.comzpe cloud url: https://zpecloud.com

enable_remote_access = yesenable_remote_access = yes

enable_file_protection = yesenable_file_protection = yes

passcode = ********passcode = ********

enable_file_encryption = noenable_file_encryption = no

[admin@nodegrid zpe_cloud]#[admin@nodegrid zpe_cloud]#

None Copy
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On this page, you can run diagnosis commands on the available Wireless Modems to resolve issues
related to the modem.  You can also view modem information, a list of modems, device management
service information, and so on. You can execute individual actions on the modems or perform all
these actions at once. 

1. You can select the desired modem or select All modem Interface All modem Interface to select all the listed
modems from the interface drop-down list.

2. Select the desired action from the Action drop-down list.
3. Click RunRun. The Command Output section displays the results of the command.

NoteNote: The Command Output section retains the previous output results. Click ClearClear to
remove the previous results and populate only the newly executed command output results. 

Wireless ModemWireless Modem
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Data Logging is used to collect information and can also create event notifications. This is archived
by defined alert strings (a simple text match or regular expression pattern string) that are evaluated
against the data source stream. Events are automatically generated for each match.

Data logging can be enabled for all CLI sessions to be used for inspection and auditing. Data logs
are stored locally or remotely (depending on Auditing settings). 

Logging tabLogging tab
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Enable Session LoggingEnable Session Logging

Details can be modified, as needed.

1. Go to System :: Logging.

2. In System Session Logging menu:

a. Select Enable session loggingEnable session logging checkbox (expands dialog). 

b. (optional) Enable string detection alertsEnable string detection alerts checkbox (expands dialog). Enter SessionSession

StringString  sets, as needed) that sends a notification alert upon occurrence. 

3. Click SaveSave.

Manage LoggingManage Logging
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Searchable custom fields can be created here. For example, add details not available by default.
These custom fields become part of the device details. 

Custom Fields tabCustom Fields tab
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Add Custom FieldAdd Custom Field

1. Go to System :: Custom Fields.

2. Click AddAdd (displays dialog). 

a. Enter Field NameField Name.
b. Enter Field ValueField Value.

3. Click SaveSave.

Edit Custom FieldEdit Custom Field

1. Go to System :: Custom Fields.

2. Select checkbox next to Field Name.

3. Click EditEdit (displays dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete Custom FieldDelete Custom Field

1. Go to System :: Custom Fields.

2. Select checkbox next to Field Name.

3. Click DeleteDelete.

Manage Custom FieldsManage Custom Fields
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Parameters for dialing to the device and callback users are configured here. Login and PPP
connection features are also defined using the drop-down menu.

Dial-Up tabDial-Up tab

Page: 159 of 610  



Manage Dial Up ServicesManage Dial Up Services

1. Go to System :: Dial Up :: Services.

2. On Login SessionLogin Session drop-down, select one (Enabled, Disabled, Callback).
3. On PPP ConnectionPPP Connection drop-down, select one (Enabled, Disabled, Callback).
4. Click SaveSave.

Services sub-tabServices sub-tab
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Add Callback UserAdd Callback User

1. Go to System :: Dial Up :: Callback Users.

2. Click AddAdd (displays dialog). 

a. Enter Callback User.Callback User.
b. Enter Callback Number.Callback Number.

3. Click SaveSave.

Edit Callback UserEdit Callback User

1. Go to System :: Dial Up :: Callback Users.

2. In Callback User column, click name.

3. Make changes as needed.
4. Click SaveSave.

Delete Callback UserDelete Callback User

1. Go to System :: Dial Up :: Callback Users.

2. Select checkbox next to Callback User.
3. Click DeleteDelete.

Callback Users sub-tabCallback Users sub-tab
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On this tab, administrators can execute tasks and scripts on a schedule. These can be maintenance
tasks or automation tasks that include end devices. 

The tasks must be a text file with Nodegrid CLI commands or script file located on the device. The
file needs to be accessible and executable by the user.

Schedular tabSchedular tab
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Scheduler Date/Time examplesScheduler Date/Time examples

FactorFactor Dai ly Tas kDai ly Tas k
  00:01 hours00:01 hours

Every Saturday:Every Saturday:
  23:45 hours23:45 hours

Every HourEvery Hour
  on the Houron the Hour

Minute 1 45 0

Hour 0 23 *

Day of Month * * *

Month * * *

Day of Week * 6 *

Add a TaskAdd a Task

1. Go to System :: Scheduler.

2. Click AddAdd (displays dialog). 

3. In the Task menu, 

a. Enter Task NameTask Name.
b. On Task Status Task Status drop-down, select one (Enabled, Disabled).
c. (optional) Enter Task DescriptionTask Description
d. UUserser  (accept default)

e. Enter Command to ExecuteCommand to Execute (Shell command to execute)

4. In the Execution Time menu, modify fields as needed.

a. MinuteMinute  ('*', numbers [0 to 59], '2,3,4', '2-5', '3/12')

b. HourHour ('*', numbers [0 to 23], '0,4,8', '10-12', '4/7')

Manage Scheduled TasksManage Scheduled Tasks
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c. Day of monthDay of month ('*', numbers [1 to 31], '8,12,20', '10-20', '3/12')

d. MonthMonth ('*', numbers [Jan=1, Feb=2, ..., Dec=12], '3,6,9,12', '1-5', '2/10')

e. Day of WeekDay of Week ('*', numbers (Sun=0, Mon=1, ..., Sat=6), '0,4,6', '1-5', '1/4')

5. Click SaveSave.

Edit a TaskEdit a Task

1. Go to System :: Scheduler.

2. In the Task Name column, click on the name (displays dialog).

3. Make changes as needed.
4. Click SaveSave.

Delete a TaskDelete a Task

1. Go to System :: Scheduler.

2. Select checkbox next to a task.
3. Click DeleteDelete
4. On confirmation dialog, click OKOK.

Clone a TaskClone a Task

1. Go to System :: Scheduler.

2. In the Task Name column, click checkbox next to the task to be cloned.

3. Click CloneClone (displays dialog). 

4. Enter Task NameTask Name. 
5. As needed, edit the cloned task.
6. Click SaveSave.

Enable a TaskEnable a Task

1. Go to System :: Scheduler.

2. In the Task Name column, select checkbox of a disabled task.

3. Click EnableEnable.

Disable a TaskDisable a Task

1. Go to System :: Scheduler.

2. In the Task Name column, select checkbox of an enabled task.

3. Click DisableDisable (to disable task).
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This feature is only available on devices with the cellular module installed: Services Router, Bold SR,
Gate SR, Link SR, and Hive SR (loaded with M2/wireless modem).

Actions can be run remotely with an SMS incoming message. The SMS message authentication
must be valid. Only allowed actions are executed.

By default, Enable Actions via incoming SMS is disabled. When enabled in the default state (no
password), the device accepts SMS-triggered actions from all phone numbers. The MAC address of
ETH0 is the default password.

The SMS option requires that the SIM card and plan be SMS-enabled. This can be checked with the
service provider. It is recommended to check the costs for this service, as some actions can respond
with multiple SMS.

SMS tab (installed cellular module)SMS tab (installed cellular module)
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Enable Incoming SMS ActionsEnable Incoming SMS Actions

1. Go to System :: SMS :: Settings.

2. In SMS Actions Settings menu, select Enable Actions via Incoming SMSEnable Actions via Incoming SMS checkbox

(displays dialog). Enter PasswordPassword.
3. In Allowed SMS Actionsmenu, select/unselect checkboxes (as needed):

apn - configure temporary APN apn - configure temporary APN checkbox (configure a temporary APN).

simswap - temporary swap SIM cardsimswap - temporary swap SIM card checkbox (triggers a SIM card failover).

connect and disconnect - on/off data connectionconnect and disconnect - on/off data connection checkbox (triggers a modem to

connect or disconnect).

mstatus - request wi re less modem statusmstatus - request wi re less modem status checkbox (returns current modem status)

reset - reset wi re less modemreset - reset wi re less modem checkbox (triggers a modem reset).

info - request information about Nodegridinfo - request information about Nodegrid checkbox (returns About information).

factorydefault - factory default Nodegridfactorydefault - factory default Nodegrid checkbox (factory default of the Nodegrid

device is triggered).

reboot - reboot Nodegridreboot - reboot Nodegrid checkbox (triggers device reboot).

4. Click SaveSave.

CLI Examples: SMS Actions and MessagesCLI Examples: SMS Actions and Messages

The format of SMS actions and subsequent response is given in the list below. Some actions may
not require a response.

FormatFormat

apn apn (configure temporary APN)

simswap simswap (swap sim card temporary)

connect connect (try to power on data connection)

Settings sub-tabSettings sub-tab

Message format: < password >;< action >;< argument >;Message format: < password >;< action >;< argument >;

      Response: <response>;Response: <response>;

None Copy

< password >;apn;<new apn>;< password >;apn;<new apn>;

None Copy

< password >;simswap;<timeout for sim to register in secs. max 180>;  < password >;simswap;<timeout for sim to register in secs. max 180>;  

Modem will reset to swap sim;Modem will reset to swap sim;

None Copy
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disconnect disconnect (drop current data connection)

mstatus mstatus (request modem status)

reset reset (reset wireless modem)

info info (request device information)

factorydefault factorydefault (restore Nodegrid configuration to factory default)

reboot reboot (reboot Nodegrid device)

< password >;connect;< password >;connect;

Connect action started;Connect action started;

None Copy

< password >;disconnect;< password >;disconnect;

Disconnect action started;Disconnect action started;

None Copy

< password >;mstatus;< password >;mstatus;

Service:< LTE|WCDMA >;RSSI:< value dbm >;SIM:< sim number in use >;State:< statusService:< LTE|WCDMA >;RSSI:< value dbm >;SIM:< sim number in use >;State:< status  

>;APN:< apn in use >;IP addr:< ip address when connected >>;APN:< apn in use >;IP addr:< ip address when connected >

None Copy

< password >;reset;< password >;reset;

Modem Reset will start soon;Modem Reset will start soon;

None Copy

< password >;info;< password >;info;

Model: < Nodegrid model >; Serial Number: < Nodegrid serial number >; Version: <Model: < Nodegrid model >; Serial Number: < Nodegrid serial number >; Version: <  

firmware version >;firmware version >;

None Copy

< password >;factorydefault;< password >;factorydefault;

Nodegrid will restore configuration to factory default and reboot;Nodegrid will restore configuration to factory default and reboot;

None Copy

< password >;reboot;< password >;reboot;

Nodegrid will reboot soon;Nodegrid will reboot soon;

None Copy
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On the table, administrators can add, delete, or change phone numbers which can send SMS action
triggers. Requests from all other phone numbers are ignored. 

If the whitelist table is empty, requests from all phone numbers are accepted.

Add Entry to WhitelistAdd Entry to Whitelist

1. Go to System :: SMS :: Whitelist.

2. Click AddAdd (displays dialog). 

a. Enter NameName
b. Enter Phone NumberPhone Number

3. Click SaveSave.

Whitelist sub-tabWhitelist sub-tab
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This designates remote file system folders.

Remote File System tabRemote File System tab
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Add Remote File System: NFSAdd Remote File System: NFS

1. Go to System :: Remote File System.

2. Click AddAdd (displays dialog).

3. Enter details:  

a. Mount PointMount Point

b. Fi le System TypeFi le System Type  drop-down, select NFSNFS

c. Remote ServerRemote Server

d. Remote D i rectoryRemote D i rectory

e. (optional) Mount On-demand Mount On-demand checkbox

f. (optional) Include in the F i le Manager Include in the F i le Manager checkbox

4. Click SaveSave.

Add Remote File System: Windows SharingAdd Remote File System: Windows Sharing

1. Go to System :: Remote File System.

2. Click AddAdd (displays dialog). 

3. Enter details:

Manage Remote File SystemManage Remote File System
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a. Mount PointMount Point
b. File System TypeFile System Type drop-down, select Windows SharingWindows Sharing
c. Remote ServerRemote Server
d. Remote DirectoryRemote Directory
e. UsernameUsername
f. PasswordPassword

g. Confirm PasswordConfirm Password
h. (optional) Mount On-demandMount On-demand checkbox
i. (optional) Include in the File ManagerInclude in the File Manager checkbox

4. Click SaveSave.

Add Remote File System: SSHFSAdd Remote File System: SSHFS

1. Go to System :: Remote File System.

2. Click AddAdd (displays dialog). 

3. Enter details:

a. Mount PointMount Point
b. File System TypeFile System Type drop-down, select SSHFSSSHFS.
c. Remote ServerRemote Server
d. Remote DirectoryRemote Directory
e. UsernameUsername

4. On Authentication Method menu, select one:

a. Password Password radio button (expands dialog). Enter Password Password and ConfirmConfirm
PasswordPassword. 

b. SSH KeySSH Key radio button (expands dialog). Enter SSH Key File PathSSH Key File Path. 

Page: 171 of 610  



c. (optional) Mount On-demandMount On-demand checkbox
d. (optional) Include in the File ManagerInclude in the File Manager checkbox

5. Click SaveSave.

Edit Remote File SystemEdit Remote File System

1. Go to System :: Remote File System.

2. Click on the name in the Mount Point column.

3. On the dialog, make changes, as needed.
4. Click SaveSave.

Delete Remote File SystemDelete Remote File System

1. Go to System :: Remote File System.

2. Select checkbox next to name.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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The Central management allows an admin user to run Ansible Playbooks on a set of peers in the
cluster. This can only be done from the Coordinator device.

Central Management tabCentral Management tab
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In this tab, you can view the peers that have Peer Management enabled in a cluster. These are
devices that can be selected to run a Playbook.  This page also lists the ansible inventories
associated with your Nodegrid device. When you run an ansible-inventory --list  command in

Ansible, all the inventories are listed on the InventoryInventory tab. For a coordinator, the peers of Cluster are
automatically added to the ansible inventory.

Run Inventory ItemRun Inventory Item

1. Go to System :: Central Management :: Inventory.

2. In the table, select the checkbox of name to run.
3. Click RunRun (displays dialog). 

4. From the PlaybookPlaybook drop-down, select one.
5. Enter VariablesVariables. (Variables entered here have priority over variables created in the

VariablesVariables tab.)

Inventory sub-tabInventory sub-tab
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6. On Type menu, select one:

a. Apply NowApply Now radio button
b. ScheduleSchedule radio button (expands dialog)

In the Task menu, enter Task NameTask Name.

In the Execution Time menu, enter details (see table below).

7. Click RunRun.

Execution Time Date/Time examplesExecution Time Date/Time examples

FactorFactor Dai ly Tas k:Dai ly Tas k:
00:01 hours00:01 hours

Every Saturday:Every Saturday:
23:45 hours23:45 hours

Every HourEvery Hour
on the Houron the Hour

Minute 1 45 0

Hour 0 23 *

Day of Month * (every day) * *

Month * (every month) * *

Day of Week * (every day of week) 6 *

ExamplesExamples

name=value
name=“value with space”
name1=value1 name2=value2
{“name”:“value”}
@/tmp/custom_vars_file.yml

NOTENOTE

Scheduled tasks can be managed on System :: Scheduler tab.
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The table lists the Ansible Playbooks files available for selection on the Inventory tab. Files can be
uploaded and deleted.

Upload PlaybookUpload Playbook

1. Go to System :: Central Management :: Playbooks.

2. Click UploadUpload (displays dialog).

3. On File Location menu, select one:

Local ComputerLocal Computer radio button (expands dialog). Click BrowseBrowse. Locate and select the
file. 

Remote ServerRemote Server radio button (expands dialog). 

Enter URL.URL. (URL can be the IP address or hostname/FQDN. If using IPv6,
use brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter Username Username and Password.Password.
(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name checkbox.

4. Click UploadUpload.

Delete PlaybookDelete Playbook

1. Go to System :: Central Management :: Playbooks.

2. Select checkbox of name to be deleted. 

Playbooks sub-tabPlaybooks sub-tab
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3. Click DeleteDelete.
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This tab lists the specific host variables used in Playbooks. The user can upload a CSV variables file
or manually create variables.

Upload VariableUpload Variable

1. Go to System :: Central Management :: Variables.

2. Click UploadUpload (displays dialog).
3. On File Location menu, select one:

Local ComputerLocal Computer radio button (expands dialog). Click BrowseBrowse. Locate and select the
file. 

Remote ServerRemote Server radio button (expands dialog): 

Enter URL.URL. (URL can be the IP address or hostname/FQDN. If using IPv6,
use brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter Username Username and Password.Password.
(optional) Select The path in url to be used as the absolute pathThe path in url to be used as the absolute path

namename checkbox.

4. Click UploadUpload.

Add VariableAdd Variable

Variables sub-tabVariables sub-tab

CVS file content example:CVS file content example:

field,value,scope,target
session_timeout,1200,host,peer1.localdomain
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You can add variables for a host and a group of hosts.

1. Go to System :: Central Management :: Variables.

2. Click AddAdd (displays dialog). 

a. Enter Field.Field.
b. Enter Value.Value.
c. Under  the  Scope Scope section, select the variables for HostHost from the TargetTarget drop-down

list.
d. Similarly, select the Group field and the variables from the TargetTarget drop-down list. 

3. Click SaveSave.

Edit VariableEdit Variable

1. Go to System :: Central Management :: Variables.

2. Select the checkbox of the item to be edited.
3. Click EditEdit.
4. On the dialog, make changes as needed.
5. Click SaveSave.

Delete VariableDelete Variable

1. Go to System :: Central Management :: Variables.

2. Select checkbox of name to be deleted.
3. Click DeleteDelete.
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The Logs tab show activity of the Ansible Playbook execution. 

Reset LogReset Log

1. Go to System :: Central Management :: Logs.

2. Click Reset LogsReset Logs (clears the Output Log panel.

Logs sub-tabLogs sub-tab
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This sets the configuration of the state of digital outputs and DIO0/DIO1 as input or output. When
DIO0/DIO1 is configured as output, the state can be set to Low or High. 

I/O Ports tab (only with GPIO)I/O Ports tab (only with GPIO)

NOTENOTE

This tab is displayed only if the Nodegrid device is equipped with GPIO (Digital I/O ports).
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Use the procedure to set up the I/O Port configuration.

1. In Digital Output OUT0 menu, enter DescriptionDescription .  

On StateState drop-down, select one (Low, High).

2. In Alarm Relay menu, enter DescriptionDescription .  

3. On Statemenu, select one:

OpenOpen radio button

CloseClose radio button
Power Source ControlPower Source Control radio button

4. In Dry Contact DIO0 menu, enter DescriptionDescription.

a. On Direction, select one:

InputInput radio button

OutputOutput radio button – on StateState  drop-down, select one (Low, High)

5. In Dry Contact DIO1 menu, enter DescriptionDescription .  

a. On Direction, select one:

InputInput radio button

OutputOutput radio button – on StateState drop-down, select one (Low, High).

6. Click SaveSave.

Configure I/O Port SettingsConfigure I/O Port Settings
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Administrators can configure and adjust all network-related settings, including network configuration,
LTE, WIFI interfaces, bounding, and VLAN details. 

Network SectionNetwork Section

NOTENOTE

Nodegrid currently supports the FRRouting suite. For more information, see
http://docs.frrouting.org/en/latest/http://docs.frrouting.org/en/latest/
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Administrators can define network details in the network settings page. To configure network
settings:

1. Go to Network :: Settings.

2. In the Host & DNS menu, enter:

a. HostnameHostname
b. Domain NameDomain Name
c. (DNS ServerDNS Server and DNS SearchDNS Search are read-only.)
d. DNS ProxyDNS Proxy

3. In IPv4 and IPv6 Profile menu (select one or both IP Forwards to route network traffic

between network interfaces):

a. Enable IPv4 IP ForwardEnable IPv4 IP Forward checkbox (enables routing stack for IPv4 traffic)
b. Enable IPv6 IP ForwardEnable IPv6 IP Forward checkbox (enables routing stack for IPv6 traffic)
c. IPv4 Loopback AddressIPv4 Loopback Address  (address is assigned a bitmask of /32)
d. IPv6 Loopback Address IPv6 Loopback Address (address is assigned a bitmask of /128)

4. On Reverse Path Filtering Reverse Path Filtering drop-down, select one:
DisabledDisabled (no source address validation is performed).
Strict Strict (Each incoming packet is tested against the routing table and if the interface
represents the best return path. If the packet cannot be routed or is not the best
return path. it is dropped.)
Loose Loose (Each incoming packet is tested only against the routing table. If the packet
cannot be routed, it gets dropped. This allows for asymmetric routing scenarios.)

5. If Enable Multiple Routing TablesEnable Multiple Routing Tables checkbox is selected, tables are created when
connections re-established.

6. In Blue Tooth Network Connections menu (applies only if Bluetooth is enabled), select

Enable Bluetooth Network ConnectionsEnable Bluetooth Network Connections checkbox.
7. Click SaveSave.

Settings tabSettings tab

NOTENOTE

IPv4 and IPv6 IP Forward is automatically selected if SD-WAN is enabled on the device.
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Administrators can edit, add, delete, and turn up or down existing network connections.

Some connections are automatically available, depending on the device model, hardware setup, and
system profile. Some connections will attempt to get an IP with DHCPv4 requests, and have fixed
fallback IP addresses in case a DHCP server is not available:

ETH0: 192.168.160.10/24
ETH1: 192.168.161.10/24
hotspot: 192.168.162.1/24
SFP0 (BACKPLANE0 instead in NSR devices): 192.168.163.10/24
SFP1 (BACKPLANE1 instead in NSR devices): 192.168.164.10/24

These addresses can be used to reach the Nodegrid device by connecting it directly to a client
device and adjusting the client's network configuration manually.

On NSR devices in Out-Of-Band profile, the BACKPLANE0 connection is reachable from any of the
embedded switch interfaces, except for sfp1. The BACKPLANE1 connection is reachable only from
the sfp1 interface.

The "hotspot" connection is a WiFi hotspot that will serve the network "NodeGrid", its password
being the Serial Number of the Nodegrid device. It will be available by default if the device supports
it.

Any of these default configurations can be changed or removed if desired, and new connections can
be added.

When a network connection is added, the page fields change depending on the TypeType drop-down
selection.

Connections tabConnections tab
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With bonding interfaces, the system can bond two or more physical network interfaces to one
interface. All physical interfaces in the bond act as one interface. This allows for an active failover
between the interfaces if an interface's physical connection is interrupted.

The built-in Network Failover can do the same. The main difference is that the built-in feature
Network Failover works on the IP layer for more functionality. A bonding interface works on the link
layer.

The administrator can define normal network settings (IP address, bitmask, and other settings) for
the bonding interface.

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select BondingBonding (dialog changes). 

5. Enter DescriptionDescription.

6. Select checkboxes as needed:
a. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically

established at startup.
b. Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection.

Only one interface can be the primary.)

Add Bonding InterfaceAdd Bonding Interface

NOTENOTE

The Network Failover and Bonding functions can be combined.
When using a Bonding interface, ensure that the DNS configuration is valid (reachable
DNS). This allows the Nodegrid device to reconnect to the ZPE Cloud.
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c. Enable LLDP advertising and reception through this connectionEnable LLDP advertising and reception through this connection checkbox. On
Port IDPort ID drop-down, select one. On Port DescriptionPort Description drop-down, select one. 

d. Block Unsolicited Incoming PacketsBlock Unsolicited Incoming Packets checkbox (automatically blocks all inbound
connections on the interface).

7. In Bonding Connection menu, Bonding Mode Bonding Mode drop-down, select one (dialog changes):

Round-robin Round-robin (packets transmitted in sequential order from first available slave
through the last)
Active backup Active backup (only one slave in the bond is active. A different slave becomes active
if, and only if, the active slave fails)
XOR load balancing XOR load balancing (transmit based on the selected transmit hash policy)
Broadcast Broadcast (transmits everything on all slave interfaces)
802.3ad(LACP) 802.3ad(LACP) (IEEE 802.3ad Dynamic link aggregation. Creates aggregation
groups that share the same speed and duplex settings. Utilizes all slaves in the active
aggregator according to the 802.3ad specification. Slave selection for outgoing traffic
is done according to the transmit hash policy)
Adaptive Transmit load balancing Adaptive Transmit load balancing (channel bonding that does not require any
special switch support. Outgoing traffic is distributed according to the current load
(computed relative to the speed) on each slave. Incoming traffic is received by the
current slave)
Adaptive load balancing Adaptive load balancing (includes balance-TLB plus receive load balancing - RLB
for IPV4 traffic. Does not require any special switch support. Receive load balancing
is achieved by ARP negotiation)

8. Enter the list of interfaces that participate on the bond:
Primary InterfacePrimary Interface  and  Secondary InterfaceSecondary Interface  drop-down menus (when Active
backup mode is selected)
Slave(s)Slave(s) interface(s) (comma separated) (when any other mode is selected)

9. Configure the Link Monitoring method according to the chosen bonding mode:
Link Monitoring Link Monitoring drop-down, select one (MII, ARP):

MII MII (monitors the carrier state as sensed by the interface). The following
configuration options apply to this mode:

Monitoring Frequency (ms)Monitoring Frequency (ms) (how often the link state of each slave
is inspected for link failure)
Link Up delay (ms)Link Up delay (ms) (time to wait before enabling a slave after a link
recovery has been detected. Should be a multiple of MonitoringMonitoring
FrequencyFrequency)
Link Down delay (ms)Link Down delay (ms) (time to wait before disabling a slave after a
link failure has been detected. Should be a multiple of MonitoringMonitoring
FrequencyFrequency)

ARP ARP (monitors connectivity to another host on the local network by regularly
generating ARP probes). The following configuration options apply to this
mode:
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Monitoring Frequency (ms)Monitoring Frequency (ms) (how often to check if slaves have
recently sent or received traffic, and generate ARP probes)
ARP targetARP target (an IP address to use as target for the ARP requests)
ARP validate ARP validate (whether or not ARP probes and replies should be
validated):

NoneNone (No validation is performed)
Active Active (Validation is performed only for the active slave)
Backup Backup (Validation is performed only for the backup slave(s))
All All (Validation is performed for all slaves)

10. Configure the MAC address policy (applicable only to Active backup Active backup bonding mode):
MAC Configuration MAC Configuration checkbox, select one (Fail-over-MAC, Custom MAC). This will
dictate how the MAC address for the interface will be determined:

Fail-over-MAC, Fail-over-MAC, select a Bond Fail-over-MAC policy:Bond Fail-over-MAC policy:
None None (sets the primary, secondary, and bond interfaces to the same
MAC address at the point of assignment. This address may change on
system reboot)
Current Active Interface Current Active Interface (the MAC address of the bond shall always
be the MAC address of the currently active port. The MAC addresses
of the primary/secondary interfaces are not changed; instead, the MAC
address of the bond interface changes during a failover)
Follow Active Interface Follow Active Interface (similar to NoneNone, but the backup interface's
MAC is not changed at assignment. When failover happens, the new
active interface is assigned the bond interface MAC)

Custom MAC:Custom MAC:
Enter a custom, persistent MAC AddressMAC Address  to be used by the bonding
interface

11. For bonding modes XOR load balancing, 802.3ad(LACP), Adaptive Transmit load balancing,
select one Transmit Hash PolicyTransmit Hash Policy drop-down value (Layer 2, Layer 2 and 3, Layer 3 and 4,
Layer 2 and 3 and Encap, Layer 3 and 4 and Encap)

12. For bonding mode 802.3ad(LACP), configure the remaining settings:
System PrioritySystem Priority value
Actor MAC addressActor MAC address
User Port KeyUser Port Key
LACPLACP raterate drop-down, select one (Slow, Fast)
Aggregation Selection LogicAggregation Selection Logic drop-down, select one (Stable, Bandwidth, Count)

13. In IPv4 Mode menu, enter details:

a. No IPv4 AddressNo IPv4 Address  radio button

b. DHCPDHCP radio button
c. StaticStatic radio button (if selected, expands dialog). Enter IP  AddressIP Address , BitMaskBitMask, and

(optional) Gateway IPGateway IP. 
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d. (optional) IPv4 DNS ServerIPv4 DNS Server
e. IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
f. IPv4 Default Route MetricIPv4 Default Route Metric

g. Ignore obtained IPv4 Default GatewayIgnore obtained IPv4 Default Gateway checkbox
h. Ignore obtained DNS serverIgnore obtained DNS server checkbox

14. In IPv6 Mode menu, enter details:

a. No IPv6 AddressNo IPv6 Address  radio button

b. Link local OnlyLink local Only radio button.
c. Address Auto ConfigurationAddress Auto Configuration radio button
d. Stateful DHCPv6Stateful DHCPv6 radio button
e. (If StaticStatic radio button is selected, displays menu) Enter IP AddressIP Address , Prefix LengthPrefix Length ,

and (optional) Gateway IP. Gateway IP. 

15. (optional) IPv6 DNS ServerIPv6 DNS Server
a. IPv6 DNS SearchIPv6 DNS Search (defines domain name for DNS lookups)
b. IPv6 Default Route MetricIPv6 Default Route Metric
c. Ignore obtained IPv6 Default GatewayIgnore obtained IPv6 Default Gateway checkbox
d. Ignore obtained DNS serverIgnore obtained DNS server checkbox

16. Click SaveSave.
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Additional Ethernet interfaces can be added and configured when an additional physical interface is
added. This can occur during a Nodegrid Manager installation, where the System might have more
than two interfaces to better support network separation.

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select Ethernet Ethernet (dialog changes). 

5. Enter Description.Description.

6. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

7. Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection. Only
one interface can be the primary.)

8. If Enable LLDP advertising and reception through this connectionEnable LLDP advertising and reception through this connection checkbox is
selected.  On Port IDPort ID drop-down, select one. On Port DescriptionPort Description drop-down, select one. 

9. Select Block Unsolicited Incoming PacketsBlock Unsolicited Incoming Packets checkbox (automatically blocks all inbound
connections on the interface).

Add Ethernet InterfaceAdd Ethernet Interface
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10. In Ethernet Connection menu (availability depends on device), on Link Mode Link Mode drop-down,

select one (selection depends on device configuration).

11. On Enable IP Passthrough Enable IP Passthrough checkbox (expands dialog) enter details:
a. Ethernet ConnectionEthernet Connection drop-down, select one (selection varies depending on device)
b. MAC AddressMAC Address  (if blank, the system uses DHCP to get the device)
c. Port InterceptsPort Intercepts (any ports that should NOT pass through the Nodegrid device).

12. In IPv4 Mode menu, enter details:

a. No IPv4 AddressNo IPv4 Address  radio button

b. DHCPDHCP radio button
c. StaticStatic radio button (if selected, expands dialog). Enter IP  AddressIP Address , BitMaskBitMask. and

(optional) Gateway IPGateway IP. 

d. (optional) IPv4 DNS ServerIPv4 DNS Server
e. IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
f. IPv4 Default Route MetricIPv4 Default Route Metric

g. Ignore obtained IPv4 Default GatewayIgnore obtained IPv4 Default Gateway checkbox
h. Ignore obtained DNS serverIgnore obtained DNS server checkbox

13. In IPv6 Mode menu, enter details:

a. No IPv6 AddressNo IPv6 Address  radio button

b. Link local OnlyLink local Only radio button.
c. Address Auto ConfigurationAddress Auto Configuration radio button
d. Stateful DHCPv6Stateful DHCPv6 radio button
e. If StaticStatic radio button is selected (displays menu). Enter IP AddressIP Address , Prefix LengthPrefix Length ,

and (optional) Gateway IP. Gateway IP. 

14. (optional) Enter IPv6 DNS Server.IPv6 DNS Server.
a. IPv6 DNS SearchIPv6 DNS Search (defines domain name for DNS lookups)
b. IPv6 Default Route MetricIPv6 Default Route Metric
c. Ignore obtained IPv6 Default GatewayIgnore obtained IPv6 Default Gateway checkbox
d. Ignore obtained DNS serverIgnore obtained DNS server checkbox

NOTENOTE

Only available for copper interfaces. If one of these speeds is selected (not Auto), auto-
negotiation (autoneg) is set to off. The selected speed/duplex becomes the default.
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15. Click SaveSave.

Page: 194 of 610  



Mobile Broadband interfaces can be configured when a mobile broadband modem is available to the
device. The Nodegrid SR family (NSR, GSR, BSR, LSR, HSR) support built-in modems available as
optional add-ons. For all other units, external modems can be used.

The created interfaces allow the system to establish an Internet connection most used for failover
options. Users and remote systems can directly access the device through a mobile connection (if
supported by the ISP).

An APN (provided by the carrier) is required for all cellular connections. For more information on
APNs, see https://support.zpesystems.com/portal/kb/articles/what-is-the-apn-for-my-nsr-or-bsr-to-
connect-to-4g-lte

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select Mobile Broadband GSMMobile Broadband GSM (dialog changes). 

Add Mobile Broadband GSM InterfaceAdd Mobile Broadband GSM Interface
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5. On Interface drop-downInterface drop-down, select one.

6. Enter Description.Description.

7. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

8. Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection. Only
one interface can be the primary.)

9. If Enable LLDP advertising and reception through this connectionEnable LLDP advertising and reception through this connection checkbox is
selected:  On Port IDPort ID drop-down, select one. On Port DescriptionPort Description drop-down, select one. 
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10. Select Block Unsolicited Incoming PacketsBlock Unsolicited Incoming Packets checkbox (automatically blocks all inbound
connections on the interface).

11. If the Enable Connection Health MonitoringEnable Connection Health Monitoring checkbox is selected (expands dialog). When
a modem fails to connect the system automatically resets the modem if it has already been
reset the system performs a power cycle. 

a. Select Ensure Connection is Up Ensure Connection is Up checkbox
b. Enter IP AddressIP Address
c. Enter Interval (hours)Interval (hours) (default: 24)

NoteNote: If Connection Health Monitoring is enabled for the interface and a modem is
detected but not usable, the system automatically resets the modem. If a reset fails to
fix the issue, the system performs a power cycle on the modem in the next run of the
health monitoring. The next power cycle is performed only after 24 hours.

12. In IPv4 Mode menu, select one:

No IPv4 AddressNo IPv4 Address  radio button

DHCPDHCP radio button
Enter IPv4 details:

(optional) IPv4 DNS ServerIPv4 DNS Server
IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
IPv4 Default Route MetricIPv4 Default Route Metric
Ignore the obtained IPv4 Default GatewayIgnore the obtained IPv4 Default Gateway checkbox
Ignore the obtained DNS serverIgnore the obtained DNS server checkbox

13. In IPv6 Mode menu, select one:

No IPv6 AddressNo IPv6 Address  radio button
Address Auto ConfigurationAddress Auto Configuration radio button
Enter IPv6 details: 

(optional) IPv6 DNS ServerIPv6 DNS Server
IPv6 DNS SearchIPv6 DNS Search (defines a domain name for DNS lookups)
IPv6 Default Route MetricIPv6 Default Route Metric
Ignore the obtained IPv6 Default GatewayIgnore the obtained IPv6 Default Gateway checkbox
Ignore the obtained DNS serverIgnore the obtained DNS server checkbox

14. In Mobile Broadband Connection menu:

a. Enter SIM-1 Phone NumberSIM-1 Phone Number. 
b. On SIM-1 APN Configuration menu, select one:

AutomaticAutomatic radio button
If the ManualManual radio button is selected (expands dialog), enter details:

c. Enter SIM-1 details:
SIM-1 User nameSIM-1 User name (user name to unlock the SIM)
SIM-1 PasswordSIM-1 Password
SIM-1 Access Point Name (APN)SIM-1 Access Point Name (APN)
Enter SIM-1 Personal Identification Number (PIN)SIM-1 Personal Identification Number (PIN)
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SIM-1 MTU (SIM-1 MTU (bytes – can be set to ‘auto’ = 1500 bytes)
Enable the Data Usage Monitoring Enable the Data Usage Monitoring checkbox (monitors the data usage and

signal strength at regular intervals and provides historical data). If selected

(expands dialog): 
SIM-1 Data Limit Value (GB)SIM-1 Data Limit Value (GB) (monthly data limit)
SIM-1 Data Warning (%)SIM-1 Data Warning (%) (percentage that triggers an event
notification when reached)
SIM-1 Renew DaySIM-1 Renew Day (day to reset accumulated data)

d. If Enable IP Passthrough Enable IP Passthrough checkbox is selected (expands dialog):
Ethernet ConnectionEthernet Connection drop-down, select one (selection varies depending on
the device)
MAC AddressMAC Address  (if blank, the system uses DHCP to get the device)
Port InterceptsPort Intercepts (any ports that should NOT pass through the Nodegrid
device)
If Enable Global Positioning System (GPS)Enable Global Positioning System (GPS) checkbox is selected
(expands dialog): 

Enter Polling Time (min).Polling Time (min).
On the GPS AntennaGPS Antenna  drop-down, select one (Shared GPS/Rx
diversity(aux) antenna, Dedicated Active GPS antenna, Dedicated
Passive GPS antenna).

15. (if available) Select the Enable Second SIM cardEnable Second SIM card checkbox. Repeat entries for SIM-2
settings. There is a setting Active SIM cardActive SIM card that can designate SIM-2 as the primary SIM
card.

16. Click SaveSave.
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VLAN Interfaces allow the Nodegrid system to natively tag network traffic with a specific VLAN ID. For
this, a VLAN Interface needs to be created. The VLAN interface will behave and allows the same
settings as any other network interface on in Nodegrid solution. The new interface will be bound to a
specific physical interface and the administrator as the ability to define the VLAN ID.

Ports can be assigned, as needed. By default, VLAN 1 and VLAN 2 exist. All ports belong to VLAN 1
except BACKPLANE1 and SFP1 (belongs to VLAN 2).

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select VLANVLAN (dialog changes). 

5. On Interface drop-downInterface drop-down, select one.

6. Enter Description.Description.

7. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

8. Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection. Only
one interface can be the primary.).

9. Select Block Unsolicited Incoming PacketsBlock Unsolicited Incoming Packets checkbox (automatically blocks all inbound
connections on the interface).

10. In VLAN Connection menu, enter VLAN IDVLAN ID.

11. In IPv4 Mode menu, select one:

No IPv4 AddressNo IPv4 Address  radio button

Add VLAN InterfaceAdd VLAN Interface
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DHCPDHCP radio button
StaticStatic radio button (if selected, expands dialog). Enter IP  AddressIP Address , BitMaskBitMask, and

(optional) Gateway IPGateway IP. 

Enter IPv4 details: 

(optional) IPv4 DNS ServerIPv4 DNS Server
IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
IPv4 Default Route MetricIPv4 Default Route Metric
Ignore obtained IPv4 Default GatewayIgnore obtained IPv4 Default Gateway checkbox
Ignore obtained DNS serverIgnore obtained DNS server checkbox

12. In IPv6 Mode menu, select one:

No IPv6 AddressNo IPv6 Address  radio button

Link local OnlyLink local Only radio button.
Address Auto ConfigurationAddress Auto Configuration radio button
Stateful DHCPv6Stateful DHCPv6 radio button
If StaticStatic radio button is selected (displays menu). Enter IP AddressIP Address , Prefix LengthPrefix Length ,

and (optional) Gateway IPGateway IP

Enter IPv6 details:
(optional) IPv6 DNS ServerIPv6 DNS Server
IPv6 DNS SearchIPv6 DNS Search (defines domain name for DNS lookups)
IPv6 Default Route MetricIPv6 Default Route Metric
Ignore obtained IPv6 Default GatewayIgnore obtained IPv6 Default Gateway checkbox
Ignore obtained DNS serverIgnore obtained DNS server checkbox

13. Click SaveSave.
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You can set up a WiFi interface to connect the Nodegrid to a WiFi network.

Note:Note: To use the device as a WiFi client, any existing hotspot connection must be disabled (make sure

Carrier State is Down).

To configure the interface:  

1. Go to Network :: Connections.

2. Click AddAdd. All default interfaces are listed on this page.

3. Enter NameName.
4. From the TypeType drop-down list, select WiFi.WiFi. 
5. Select the required Interface from the  Interface Interface drop-down list. For a WiFi connection the

interface must be any wlanX interface, in case of any other selection, the system throws an
error.

6. Enter Description.Description.
7. Connect AutomaticallyConnect Automatically : Select if you want to automatically establish a connection when the

system starts.
8. Set as Primary ConnectionSet as Primary Connection: Select only if you want the interface as the primary

connection. Only one interface can be the primary interface.
9. Enable LLDP advertising and reception through this connection: Enable LLDP advertising and reception through this connection: If you want to allow

the network to advertise information about themselves to other devices, specify:
a. Port IDPort ID: Select the required Port ID from the drop-down list. 
b. Port DescriptionPort Description: Select the required port description from the drop-down list.

Add WiFi InterfaceAdd WiFi Interface

Page: 201 of 610  



10. Select the Block Unsolicited Incoming Packets Block Unsolicited Incoming Packets field to block all inbound connections on
the interface automatically.

11. In the WiFi Connection section, specify:

a. WiFi SSID: WiFi SSID: Unique identifier for your WiFi network.
b. WiFi BSSIDWiFi BSSID: The MAC address of the access point or the router used to connect to

the network.
c. Hidden Network: Hidden Network: Allows the user to  connect to a hidden network.

d. From the WiFi Security drop-down list, select:

i. DisabledDisabled: to disable the security of your WiFi hotspot network.
ii. WPA2 PersonalWPA2 Personal: uses pre-shared keys (PSK) for authentication and a single

password to connect to the network.
i. Enter the WPA shared keyWPA shared key to authenticate the user to connect to the

network.

iii. WPA2 Enterprise: WPA2 Enterprise: Offers enterprise-level security, uses IEEE 802.1X, and
requires a password and phase-2  authentication. To enable, enter the
following:

i. UsernameUsername: The username of the account.
ii. Password: Password: The password to log in to the account.
iii. Method: Method: Select the required Method from the drop-down list..
iv. Phase 2 Authentication: Phase 2 Authentication: select the required authentication.
v. Validate server certificate checkbox: Validate server certificate checkbox: Select the field  to ensure that

the server’s certificate is not expired
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12. WPA3 Personal: WPA3 Personal: WPA3 is the latest security standard for WiFi networks. WPA3 offers
stronger encryption and authentication, which makes it more secure for users to connect to
WiFi hotspots. WPA3 Personal is preferred for personal use. To enable, specify, WPA sharedWPA shared

key: key: Pass to authenticate the user to connect to the network.

13.   Enable IP Passthrough:Enable IP Passthrough:

a. Select the check box Enable IP PassthroughEnable IP Passthrough. This option enables the Nodegrid
device to provide its IP address to another network device linked to the Ethernet
Connection interface. 

b. Choose the specific type of Ethernet ConnectionEthernet Connection of the Nodegrid device from the
dropdown list. The available options are dynamically generated based on the type of
Nodegrid device being used.

c. Enter the MAC AddressMAC Address  of the device that will receive the IP address when there is
more than one network device linked to the Ethernet Connection interface sending
DHCP requests. 

d. Specify the port numbers (HTTP, TCP port numbers etc) in the Port InterceptsPort Intercepts field.
Nodegrid will only respond to requests directed at the ports specified in this field. Any
request to other ports will be routed to the network device that receives the IP
address.

14. In the IPv4 Mode section, select one of the following options:

a. No IPv4 AddressNo IPv4 Address
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b. DHCPDHCP: enables network administrators to automatically assign and distribute IP
addresses and other network configuration parameters to devices within a network.

c. StaticStatic: If you want a specific IP to communicate with other devices, enter the
following details: 

i. IP Address IP Address and BitMask, and, BitMask, and, (optional) Gateway IPGateway IP

d. (optional) IPv4 DNS ServerIPv4 DNS Server
e. IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
f. IPv4 Default Route MetricIPv4 Default Route Metric

g. Ignore obtained IPv4 Default GatewayIgnore obtained IPv4 Default Gateway checkbox
h. Ignore obtained DNS serverIgnore obtained DNS server checkbox

15. In the IPv6 Mode section, select one of the following:

a. No IPv6 Address
b. Link-local Only
c. Address Auto Configuration
d. Stateful DHCPv6
e. if you select Static, enter IP Address, Prefix Length, and (optional) Gateway IP.

16. Enter IPv6 details:
a. (optional) IPv6 DNS ServerIPv6 DNS Server
b. IPv6 DNS SearchIPv6 DNS Search (defines domain name for DNS lookups)
c. IPv6 Default Route MetricIPv6 Default Route Metric
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d. Ignore the obtained IPv6 Default GatewayIgnore the obtained IPv6 Default Gateway checkbox
e. Ignore Ignore the  obtained DNS serverobtained DNS server checkbox

17. Click SaveSave.
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With Bridge interfaces, the System can create a virtual switch that crosses one or more interfaces.
The switch is completely transparent to the network interfaces and does not require additional setup.
The most common use for a bridge network is easy network access for any running NFV (outside as
well as the Nodegrid System). Bridge network interfaces use the same network configuration options
as all Ethernet interfaces.

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select Bridge Bridge (dialog changes).

5. Enter Description.Description.

6. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

7. Select Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection.
Only one interface can be the primary.)

8. Select Block Unsoli c i ted Incoming PacketsB lock Unsoli c i ted Incoming Packets checkbox (automatically blocks all inbound

connections on the interface).

9. In Bridge Connection menu, enter details:

a. Bridge InterfacesBridge Interfaces (list of physical interfaces, separated by commas and/or spaces)
b. MAC Configuration MAC Configuration (default: Use MAC from first interfaceUse MAC from first interface) (if selected, a text

field shows where the user can enter a custom, persistent MAC address for this
connection)

c. Enable Spanning Tree ProtocolEnable Spanning Tree Protocol checkbox
d. Hello Time (s)Hello Time (s) (default: 2) (number of seconds a HELLO packet is sent when

Spanning Tree is enabled)
e. Forward Delay (s)Forward Delay (s) (default: 5) (packet forward delay. Can be set to 0 when EnableEnable

Add Bridge InterfaceAdd Bridge Interface
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Spanning Tree ProtocolSpanning Tree Protocol is not checked)
f. Max Age (s)Max Age (s) (default: 20) (maximum age for packages when Spanning Tree is

enabled)
g. Ageing Time (s) Ageing Time (s) (default: 300) (how long the bridge will keep information about a

specific address in its forwarding database)

10. In IPv4 Mode menu, select one:

No IPv4 AddressNo IPv4 Address  radio button

DHCPDHCP radio button
StaticStatic radio button (if selected, expands dialog). Enter IP  AddressIP Address , BitMaskBitMask, and

(optional) Gateway IPGateway IP. 

Enter IPv4 details:
(optional) IPv4 DNS ServerIPv4 DNS Server
IPv4 DNS SearchIPv4 DNS Search (defines a domain name for DNS lookups)
IPv4 Default Route MetricIPv4 Default Route Metric
Ignore obtained IPv4 Default GatewayIgnore obtained IPv4 Default Gateway checkbox
Ignore obtained DNS serverIgnore obtained DNS server checkbox

11. In IPv6 Mode menu, select one:

No IPv6 AddressNo IPv6 Address  radio button

Link local OnlyLink local Only radio button.
Address Auto ConfigurationAddress Auto Configuration radio button
Stateful DHCPv6Stateful DHCPv6 radio button
If StaticStatic radio button is selected, displays menu). Enter IP AddressIP Address , Prefix LengthPrefix Length ,

and (optional) Gateway IPGateway IP.

Enter IPv6 details:
(optional) IPv6 DNS ServerIPv6 DNS Server
IPv6 DNS SearchIPv6 DNS Search (defines domain name for DNS lookups)
IPv6 Default Route MetricIPv6 Default Route Metric
Ignore obtained IPv6 Default GatewayIgnore obtained IPv6 Default Gateway checkbox
Ignore obtained DNS serverIgnore obtained DNS server checkbox

12. Click SaveSave.

Page: 207 of 610  



With the analog modem interface, administrators can configure an existing analog modem and
required PPP connection details. A supported analog modem must be connected to the Nodegrid
System.

1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select Analog MODEMAnalog MODEM  (dialog changes). 

5. Enter Description.Description.

6. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

7. Select Block Unsoli c i ted Incoming PacketsB lock Unsoli c i ted Incoming Packets checkbox (automatically blocks all inbound

connections on the interface).

8. In Analog MODEM / PPP Connection menu, enter details:

a. StatusStatus  drop-down, select one (Enabled, Disabled)

b. Device NameDevice Name
c. SpeedSpeed drop-down, select one (9600, 19200, 38400, 57600, 115200)
d. PPP Dial-Out Phone NumberPPP Dial-Out Phone Number
e. Init ChatInit Chat (a specific AT init string, if required)
f. PPP Idle Timeout (sec)PPP Idle Timeout (sec) (connection idle timeout after which the connection is

automatically disconnected. 0 sec = connection is not automatically disconnected.)

9. In PPP IPv4 Address menu (select one), enter details:

a. No AddressNo Address  radio button

b. Local ConfigurationLocal Configuration radio button (expands dialog). Enter Local AddressLocal Address  and
Remote Remote Address. Accept Configuration from Address. Accept Configuration from 

c. Remote PeerRemote Peer radio button

Add Analog Modem InterfaceAdd Analog Modem Interface
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10. In PPP IPv6 Address menu (select one) enter details:

No AddressNo Address  radio button

Local ConfigurationLocal Configuration radio button (expands dialog).  Enter Local Address (LL)Local Address (LL) and

Remote Address (LL)Remote Address (LL). 

Accept Configuration from Remote PeerAccept Configuration from Remote Peer radio button

11. In PPP Authentication menu, select one:

NoneNone radio button
Local SystemLocal System radio button (displays menu). Authentication ProtocolAuthentication Protocol drop-down,
select one (PAP, CHAP, EAP). 

Remote PeerRemote Peer radio button (expands dialog). Enter Remote UsernameRemote Username and
Remote PassphraseRemote Passphrase.

12. Click SaveSave.
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1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select PPPoEPPPoE  (dialog changes). 

5. Enter Description.Description.

6. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

7. Set as Primary ConnectionSet as Primary Connection checkbox (defines interface as the primary connection. Only
one interface can be the primary.)

8. Select Block Unsoli c i ted Incoming PacketsB lock Unsoli c i ted Incoming Packets checkbox (automatically blocks all inbound

connections on the interface).

9. In PPPoE Connection menu, enter details:

a. Parent Interface Parent Interface (default: blank) Specifies the parent interface name on which this
PPPoE connection should be created. If blank, connection is activated on the
ethernet interface.

b. ServiceService (default: blank) Specifies PPPoE only initiates sessions with access
concentrators that provide the specified service. For most providers, leave blank.
Required only if there are multiple access concentrators or a required specific service.
Access concentrators grants access to multiple users with needing a dedicated
connection for each user.

c. Enter UsernameUsername and PasswordPassword

10. If Enable IP PassthroughEnable IP Passthrough checkbox selected (expands dialog) enter details: 

Add PPPoE InterfaceAdd PPPoE Interface
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a. Ethernet ConnectionEthernet Connection drop-down, select one (ETH0, ETH1, hotspot)
b. MAC AddressMAC Address
c. Port InterceptsPort Intercepts

11. In IPv4 Mode menu, select one:

No IPv4 AddressNo IPv4 Address  radio button

DHCPDHCP  radio button

12. In IPv6 Mode menu, select one:

No IPv6 AddressNo IPv6 Address  radio button
Address Auto ConfigurationAddress Auto Configuration radio button

13. Click SaveSave.
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1. Go to Network :: Connections.

2. Click AddAdd (displays dialog).
3. Enter NameName.
4. On TypeType drop-down, select LoopbackLoopback  (dialog changes). 

5. Enter DescriptionDescription

6. If Connect AutomaticallyConnect Automatically  checkbox is selected, connection is automatically established at
startup.

7. Select Block Unsoli c i ted Incoming PacketsB lock Unsoli c i ted Incoming Packets checkbox (automatically blocks all inbound

connections on the interface).

8. In IPv4 Mode menu, select one:

No IPv4 AddressNo IPv4 Address  radio button

StaticStatic radio button (if selected, expands dialog). Enter IP  AddressIP Address , BitMaskBitMask, and

(optional) Gateway IPGateway IP. 

9. In IPv6 Mode menu, select one:

No IPv6 AddressNo IPv6 Address  radio button

If StaticStatic radio button is selected, displays menu). Enter IP AddressIP Address , Prefix LengthPrefix Length ,

and (optional) Gateway IP. Gateway IP. 

10. Click SaveSave.

Add Loopback InterfaceAdd Loopback Interface
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Edit Network ConnectionEdit Network Connection

This applies to all connections, except the hotspot connection.

1. Go to Network Network :: ConnectionsConnections .

2. In the NameName  column, click the connection you want to edit.

3. Make the required changes.
4. Click SaveSave.

Configure Hotspot Network ConnectionConfigure Hotspot Network Connection

(available in v5.6+)
The system supports a Nodegrid device as a Hotspot access point. Define a compatible WiFi module
to use the default hotspot interface. This interface configures the device as an access point and
allows other devices to connect. You cannot delete the default Hotspot interface and the system
throws an error when you try to delete it. 

To use the Nodegrid as a Hotspot Access Point, perform the following actions:

1. Go to Network :: Connections.

2. In the Name column, click hotspothotspot (displays dialog).

 

3. Enter the required details:
a. Description: Description: Provide  a suitable description.
b. Connect AutomaticallyConnect Automatically : Select if you want to establish a connection when the

system starts automatically.
c. Set as Primary ConnectionSet as Primary Connection: Select only if you want the interface as the primary

Manage Network ConnectionsManage Network Connections
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connection. Only one interface can be the primary interface.
d. Enable LLDP advertising and reception through this connection: Enable LLDP advertising and reception through this connection: If you want to

allow the network to advertise information about themselves to other devices, specify:
i. From the Port IDPort ID drop-down list, select one. 
ii. From the Port DescriptionPort Description drop-down, choose one. 

e. Select the Block Unsolicited Incoming Packets Block Unsolicited Incoming Packets field to automatically block all
inbound connections on the interface.

4. In the WiFi Connection menu, enter the details:

a. WiFi SSID: WiFi SSID: Unique identifier for your WI-FI network.
b. From the WiFi Security menu, select one:

Disabled: Disabled: Disable the WiFi hotspot network.  

If WPA2 Personal: WPA2 Personal: uses pre-shared keys (PSK) for authentication and a
single password to connect to the network.
It is recommended to use for personal use. . 

Enter the WPA shared keyWPA shared key to authenticate the user to connect to the
network. The shared key is the serial number of the Nodegrid device.
Region: Select the required region from the drop-down list. 

WiFi Band: select the required WiFi band. You can select 2.4 GHz or 5
GHz.

WPA2 Enterprise: WPA2 Enterprise: Offers enterprise-level security, uses IEEE 802.1X, and
requires a password and phase-2  authentication. To enable, enter the
following:

Method: Method: Select the required method from the drop-down list..
RADIUS Server: RADIUS Server: To enable remote desktop access.
RADIUSRADIUS Port: Enter the RADIUS port number.
Shared SecretShared Secret:: The shared secret key to connect to the hotspot.
RegionRegion: Select the required region from the drop-down list.
WiFI BandWiFI Band: Select the frequency of the WiFi band.
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WPA3 Personal: WPA3 Personal: WPA3 is the latest security standard for Wi-Fi networks.
WPA3 offers stronger encryption and authentication, which makes it more
secure for users to connect to Wi-Fi hotspots.
To enable, specify:

WPA shared key: WPA shared key:  to authenticate the user to connect to the network.
RegionRegion: Select the required region from the drop-down list. The region

should match the physical location or Country the device is in. If
unsure, ZPE Systems recommends using 00 as it is restrictive and
works for all locations. 
WiFi BandWiFi Band : The frequency of the WiFi band. If the user selects the 00

region, the 5 GHz band cannot be used in that region. 

c. IPV4
No IPV4 address; No IPV4 address; If you do not want to specify any IPV4 address.
Enter Enter the IP Address IP Address and BitMask BitMask 

d. IPV6 Mode:

Page: 216 of 610  



i. No IPv6No IPv6: select if you do not want to mention an IPV6 address
ii. DHCPv6 Prefix DelegationDHCPv6 Prefix Delegation: allows automatic prefix delegation

Delete Network ConnectionDelete Network Connection

1. Go to NetworkNetwork :: ConnectionsConnections .

2. Select a connection checkbox.
3. Click DeleteDelete.

Move Connection Carrier State Up (active)Move Connection Carrier State Up (active)

1. Go to NetworkNetwork :: ConnectionsConnections .

2. Select a connection checkbox.
3. To make it active, click Up ConnectionUp Connection.

Move Connection Carrier State Down (inactive)Move Connection Carrier State Down (inactive)

1. Go to Network :: Connections.

2. Select a connection checkbox.
3. To make it inactive, click Down ConnectionDown Connection.
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Configuring Nodegrid Network FailoverConfiguring Nodegrid Network Failover

When a network failover is active, the connection in the network failover tree switches to the next
active connection when the previous one fails providing network availability and stability to the
system. Network failover facilitates actively changing the network connections' route metrics. Note
that you must configure at least two network connections for the failover to be active. To configure
connections for a network failover on the Nodegrid device:

1. Log in to the Nodegrid UI.
2. Navigate to the path Network:: Failover.

3. Click Connections Connections and then click  AddAdd.

4. Select the connection for the failover.
5. Select Yes Yes to enable the connection. Selecting NoNo disables the connection and triggers on

the selected interface will not be active as well.
6. Select the Order Order in which you want the failover to occur. In a Nodegrid device, you can

configure multiple failover connections. This facilitates multiple backup devices during a
failover. However, if the failover connection is the last one, their trigger is not used for
failover.

7. Enter the number of failed trigger retires that a connection should attempt before failover to
the next connection on failure. This applies to the connections with ping and strength
triggers.

8. Enter the number of successful trigger retires that a connection should attempt to failback to
the previous connection. This applies to the connections with ping and strength triggers. 

9. Enter the time interval the network failover should wait before testing the triggers again. This

applies to the connections with ping and strength triggers. 

10. Select the checkbox Failover by Ping Failover by Ping to send ICMP requests (ping) to the configured
destination to test the connection. Upon failover, the connection initiates a failover process
with the next connection to ensure service continuity. You could ping:

a. the IPv4  default gateway oror

b. a custom IP address or Domain.

11. For the cellular connection, you could trigger the failover to the next connection depending
on:

a. signal strength: Failover is triggered when the signal strength drops below a user-
defined percentage.

b. data usage: Failover is triggered when the SIM card data usage consumption limit is

Configuring Network Failover on Nodegrid DeviceConfiguring Network Failover on Nodegrid Device
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exceeded: Carrier limit, Warning Limit, or a Custom data value.
c. schedule: 

i. scheduled trigger: If a connection is configured with this trigger, the
connection triggers a failover when the input cron expression schedule is

triggered. After the configured amount of hours elapses, the connection
triggers a failback. 

ii. scheduled failback: trigger occurs when two SIM cards of the same GSM
(cellular) are configured (under Failover::Connections). The trigger is

associated with the first SIM card, with a lower order. When the input cron

expression schedule is triggered, a failback is triggered if the second SIM card

with a higher order is active.

12. Click SaveSave.

Failover retries conditions:Fai lover retries conditions:

Failed retries to failover: Applies to Ping Trigger and Signal Strength triggers.
Successful retries to recover: Applies to Ping Trigger and Signal Strength
triggers.
All the other triggers do not have retries: Only one failure or success will trigger
the Failover or Failback.

Cellular modem behavior with two SIM cards configured for Fai lover:Cellular modem behavior with two SIM cards configured for Fai lover:

When two SIM cards of the same connection are configured, only one can be
active at a time. Ping and Signal Strength triggers are applicable on the active
SIM card only. 
In a Circular SIM swap, if the two SIM cards are below (lower order) the currently
active failover connection, the modem continuously swaps to the other SIM when
the selected SIM fails.
When one of the SIM cards is the last connection on the failover, the Ping and
Signal Strength triggers from the first SIM to the last SIM until the first SIM is
active again. This is also a Circular SIM swap, however, the difference is that it
can also change the active failover connection (failback).
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CLI Configuration ExampleCLI Configuration Example

ActionScript
✏

Managing Failover ConnectionsManaging Failover Connections

After you have configured a failover connection you can perform the following operations:

[[adminadmin@@nodegrid nodegrid //]]# cd # cd //settingssettings//network_failovernetwork_failover//connectionsconnections//

[[adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    22            SFP0SFP0                            yes      pingyes      ping

    33            ETH0ETH0                            yes      pingyes      ping

    44            SFP1SFP1                            yes      pingyes      ping

    55            ETH1ETH1                            yes      pingyes      ping

    66            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[adminadmin@@nodegrid connectionsnodegrid connections]]# add# add

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# show# show

connection connection ==  CELLULARCELLULAR--AA

sim_card sim_card ==  11

enabled enabled ==  yesyes

order order ==  77

failed_retries_to_failover failed_retries_to_failover ==  22

successful_retries_to_recover successful_retries_to_recover ==  11

interval_between_retries interval_between_retries ==  55

enable_failover_by_ping enable_failover_by_ping ==  yesyes

ping_destination ping_destination ==  ipv4_default_gatewayipv4_default_gateway

enable_failover_by_signal_strength enable_failover_by_signal_strength ==  nono

enable_failover_by_data_usage enable_failover_by_data_usage ==  nono

enable_failover_by_schedule enable_failover_by_schedule ==  nono

enable_failback_by_schedule enable_failback_by_schedule ==  nono

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  connectionconnection==ETH2ETH2

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  

ping_destinationping_destination==custom_ip_address_or_domaincustom_ip_address_or_domain

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  

ping_custom_addressping_custom_address==apiapi..zpesystemszpesystems..comcom

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  failed_retries_to_failoverfailed_retries_to_failover==33

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  successful_retries_to_recoversuccessful_retries_to_recover==22

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  interval_between_retriesinterval_between_retries==44

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# # setset  orderorder==55

[[adminadmin@@nodegrid nodegrid {{connectionsconnections}}]]# commit# commit

ActionScript Copy
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DeleteDelete: Select the failover connection and click DeleteDelete.
EnableEnable: If not already enabled, select the failover connection and click EnableEnable.
Enabling the connection makes the failover connection active.
DisableDisable: If you want to disable a failover connection, select the failover connection
and click DisableDisable. If disabled, although the failover connection is configured, it will
not be active. Therefore, this connection automatically gets eliminated from the
failover connection list.
Up Up and DownDown: You can increase or decrease the order of the failover connection by
clicking on the Up Up and Down Down buttons respectively.
CLI Configuration Example

[[adminadmin@@nodegrid nodegrid //]]# cd # cd //settingssettings//network_failovernetwork_failover//connectionsconnections//

[[adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    22            SFP0SFP0                            yes      pingyes      ping

    33            ETH0ETH0                            yes      pingyes      ping

    44            SFP1SFP1                            yes      pingyes      ping

    55            ETH1ETH1                            yes      pingyes      ping

    66            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[adminadmin@@nodegrid connectionsnodegrid connections]]# # deletedelete  44

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    22            SFP0SFP0                            yes      pingyes      ping

    33            ETH0ETH0                            yes      pingyes      ping

    44            ETH1ETH1                            yes      pingyes      ping

    55            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# up # up 33

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

ActionScript Copy
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Configuring DDNSConfiguring DDNS

Configuring Dynamic DNS (DDNS) in a failover scenario ensures that there is continuity in
services by automatically updating the DNS records to redirect the traffic to the next
connection when the current connection has failed. Before you configure the DDNS ensure
that there are at least two failover connections configured. The Nodegrid device interfaces
should be able to reach the DDNS server and need to have two network connections with
public IPs, for example, ETH0 and ETH1. To configure DDNS:

1. Log in to the Nodegrid UI.

2. Navigate to the path Network:: Failover.

3. Click DDNSDDNS.

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    22            ETH0ETH0                            yes      pingyes      ping

    33            SFP0SFP0                            yes      pingyes      ping

    44            ETH1ETH1                            yes      pingyes      ping

    55            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# down # down 11

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            ETH0ETH0                            yes      pingyes      ping

    22            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    33            SFP0SFP0                            yes      pingyes      ping

    44            ETH1ETH1                            yes      pingyes      ping

    55            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# disable # disable 11,,33

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            ETH0ETH0                            nono

    22            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    33            SFP0SFP0                            nono

    44            ETH1ETH1                            yes      pingyes      ping

    55            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# enable # enable 33

[[++adminadmin@@nodegrid connectionsnodegrid connections]]# show# show

    order  connection        enabled  active triggersorder  connection        enabled  active triggers

    ==========    ================================    ==============    ==========================================================

    11            ETH0ETH0                            nono

    22            CELLULARCELLULAR--AA((SIM1SIM1))    yes      data usageyes      data usage,,  failback schedulefailback schedule

    33            SFP0SFP0                            yes      pingyes      ping

    44            ETH1ETH1                            yes      pingyes      ping

    55            CELLULARCELLULAR--AA((SIM2SIM2))    yesyes
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4. Select the checkbox Enable Dynamic DNSEnable Dynamic DNS.

5. Enter the DDNS server name. The server name allows the Nodegrid device to update the
IP addresses associated with this name.

6. Enter the DDNS server TCP port number. 

7. Enter the zone name. 

8. Enter the Failover Hostname (FQDN) of the Nodegrid device. 

9. Enter the username of the DDNS server.

10. To secure the connection between the DDNS server and the Nodegrid device, select the
required algorithm and enter the key size. 

11. Click SaveSave.

CLI Configuration ExampleCLI Configuration Example

Tracking FailoverTracking Failover

[[adminadmin@@nodegrid nodegrid //]]# cd # cd //settingssettings//network_failovernetwork_failover//ddnsddns//

[[adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  enable_dynamic_dnsenable_dynamic_dns==yesyes

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  ddns_server_nameddns_server_name==dnsdns..testingtesting..comcom

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  ddns_server_tcp_portddns_server_tcp_port==5353

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  zonezone==testingtesting..comcom

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  failover_hostnamefailover_hostname==hostnamehostname..testingtesting..comcom

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  usernameusername==testtest

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  algorithmalgorithm==HMACHMAC--SHA512SHA512

[[++adminadmin@@nodegrid ddnsnodegrid ddns]]# # setset  key_sizekey_size==512512

[[adminadmin@@nodegrid ddnsnodegrid ddns]]# commit# commit

ActionScript Copy
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When a failover occurs you can track the status of the failover history of devices by
navigating to Tracking :: Network :: Failover. For more information, see Tracking Network

Failover.
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These functions are only available on Nodegrid NSR, NSR Lite, GSR, and BSR devices.

NSRNSR

The NSR built-in switch ports are SFP0, SFP1, BACKPLANE0 and BACKPLANE1. The NSR also
supports network expansion cards. By factory default, the SFP0, BACKPLANE0, and the network
expansion card ports are in VLAN 1; the SFP1 and BACKPLANE1 are in VLAN2.  

The network expansion cards need to be placed in the front three slots to reach the Nodegrid OS.

NSR LiteNSR Lite

The NSR Lite doesn’t have a built-in switch, but it supports network expansion cards. The switch
ports are connected to the OS via a tunnel interface BACKPLANE0. The network cards need to be
placed in the front 3 slots, and If more than one network expansion card is present, they need to be
in consecutive slots. 

GSRGSR

The GSR has a built-in 8-port switch, BACKPLANE0 and BACKPLANE1. The first four ports also
support PoE. 

BSRBSR

The BSR has a built-in 4-port switch and BACKPLANE0.

Switch tab (NSR, NSR Lite, GSR, and BSR)Switch tab (NSR, NSR Lite, GSR, and BSR)
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Backplane settings configure the switch interfaces directly exposed to the Nodegrid OS. For the
Nodegrid OS to communicate with any existing switch ports, at least one of the backplane interfaces
must be part of the specific VLAN. The backplane settings display the current VLAN associations. If
the switch backplane port is added as a tagged member of a VLAN, a corresponding VLAN interface
needs to be created in Nodegrid OS to receive the packets from the switch. 

The Backplane settings also configure the switch ports connected to the compute expansion card.
The compute card has two 10G network interfaces that are connected to the built-in switch in NSR,
and to the neighbor slot network expansion card in NSR Lite. The switch ports connected to the
compute card appear as slot<X>-0 and slot<X>-1, where X is the slot number where the compute
card is inserted.

Edit Backplane SettingsEdit Backplane Settings

1. Go to Network :: Switch :: Backplane.

2. Make changes, as needed:
a. Port VLAN ID : Port VLAN ID : VLAN to be assigned to the untagged ingress packets coming from

Nodegrid OS
b. Jumbo Frame: If enabled, the Jumbo Frame configured under Global will be

c. DHCP SnoopingDHCP Snooping: : Trusted means this is a trusted port so DHCP Server Responses
will be accepted; Untrusted means the DHCP Server responses will be dropped. This
configuration is applicable only if DHCP Snooping is enabled
under Global, and DHCP Snooping is enabled in the VLANs in the DHCP Snooping
sub-tab.

3. Click SaveSave.

Backplane sub-tabBackplane sub-tab

NOTENOTE

Display varies depending on device – GSR, BSR, or NSR).
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It shows the VLAN configuration of the switch ports. 

VLAN-tagged packets are accepted if the port is a member of that VLAN; VLAN untagged packets are
accepted and forwarded to the port that matches the Port VLAN Id.

Untagged/Access PortsUntagged/Access Ports

Packets egressing from Untagged (or Access) ports are untagged, i.e., they don’t have the VLAN tag.

Tagged/Trunk PortsTagged/Trunk Ports

Tagged ports accept any packet that belongs to an assigned VLAN. The VLAN must exist before the
port can be assigned. The Egress packet includes the VLAN tag.

Add VLANAdd VLAN

1. Go to Network :: Switch :: VLAN.

2. Click AddAdd (displays dialog). 

3. Enter VLANVLAN
4. On Select Tagged Ports, select from the left-side panel, and click AddAdd► to move to the right-

side panel. To remove from the right-side panel, select and click ◄RemoveRemove.
5. On Select Untagged Ports, select from the left-side panel, and click AddAdd► to move to the

VLAN sub-tabVLAN sub-tab
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right-side panel. To remove from the right-side panel, select and click ◄RemoveRemove.
6. Click SaveSave.

Edit VLANEdit VLAN

1. Go to Network :: Switch :: VLAN.

2. Select the checkbox next to the item to edit.
3. Click EditEdit (displays dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete VLANDelete VLAN

1. Go to Network :: Switch :: VLAN.

2. Select checkbox next to item to delete.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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Edit PoE ConfigurationEdit PoE Configuration

1. Go to Network :: Switch :: PoE.

2. Select checkbox of interface to edit.
3. Click EditEdit (displays dialog). 

4. If Enable PoEIf Enable PoE checkbox selected (expands dialog): 

a. Power LimitPower Limit drop-down, select one (Auto, 6W, 12W, 18W, 24W, 30W). For Auto, the
power limit depends on the PoE device class.

b. Power PriorityPower Priority drop-down, select one (Low, High, Critical). The order ports are
powered off in case of power consumption is over the power budget, where the port
with Low priority is powered off first and the Critical is powered off last.

5. Click SaveSave.

Configure Power BudgetConfigure Power Budget

1. Go to Network :: Switch :: PoE.

2. Select the checkbox of the interface.
3. Click Power BudgetPower Budget (displays dialog): 

PoE sub-tab (NSR with PoE card, GSR)PoE sub-tab (NSR with PoE card, GSR)
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4. In Power Budget menu, modify Power Budget (%).Power Budget (%).

5. In  Power Consumption menu, review values.

6. Click SaveSave.

Reset Power StatusReset Power Status

1. Go to Network :: Switch :: PoE.

2. Select checkbox of interface.
3. Click Reset Power Status Reset Power Status to reset error Power Status, e.g. Over Budget, Overcurrent, PSU

Fault, etc.

The power error/alarm status of the selected interface is reset.
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With the ACL (access control list) option, custom ACL rules can be managed (add, delete, edit) for
each interface. 

Add ACLAdd ACL

1. Go to Network :: Switch :: ACL.

2. Click AddAdd (displays dialog). 

a. Enter NameName.
b. From the DirectionDirection drop-down, select one (ingress, egress)

3. Click SaveSave.

Add ACL RulesAdd ACL Rules

To add ACL Rules:

1. Go to Network :: Switch :: ACL.
2. Click one of the added ACL names.
3. Click Add (displays dialog).
4. Select if the action should be DenyDeny or PermitPermit and enter the source or destination MAC or IP,

and/or VLAN ID.

-- add screenshot of Add Rule ---- add screenshot of Add Rule --

Edit ACLEdit ACL

1. Go to Network :: Switch :: ACL.

2. Select the checkbox next to the item to edit.
3. Click EditEdit (displays dialog).
4. Make changes, as needed.
5. Click SaveSave.

ACL sub-tab (NSR only)ACL sub-tab (NSR only)
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Delete ACLDelete ACL

1. Go to Network :: Switch :: ACL.

2. Select the checkbox next to the item to delete.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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Link aggregation allows the combination of multiple network connections in parallel. This increases
throughput beyond what a single connection sustains. Redundancy occurs in the event one of the
links fails.

Add LAGAdd LAG

1. Go to Network :: Switch :: LAG.

2. Click AddAdd (displays dialog). 

a. Enter NameName.
b. Enter IDID.

3. On Type menu, select one:

a. Stati cStati c  radio button

b. LACPLACP  radio button (expands dialog). Enter System Priority. On the Timeout drop-down,

select one (Long, Short).

4. In Select Ports, select from the left-side panel, and click AddAdd► to move to the right-side

panel. To remove from the right-side panel, select and click ◄RemoveRemove.
5. Change MSTP Status to Enable to enable Spanning Tree on the LAG interface. The

Spanning Tree Status under Global also needs to be enabled.

6. Click SaveSave.

LAG sub-tab (NSR only)LAG sub-tab (NSR only)
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Edit LAGEdit LAG

1. Go to Network :: Switch :: LAG.

2. In the Name column, click on a name (displays dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete LAGDelete LAG

1. Go to Network :: Switch :: LAG.

2. Select checkbox next to item to delete.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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MSTP (Multiple Spanning Tree Protocol) exchanges BPDU (Bridge Protocol Data Units) to prevent
loops in MSTI (Multiple Spanning Tree Instances) and CIST (Common and Internal Spanning Tree).

Besides the changes in the MSTP sub-tab, the Spanning Tree Status needs to be enabled under the
Global sub-tab, and the STP Status needs to be enabled in the interfaces under the Switch
Interfaces sub-tab.

Add MSTPAdd MSTP

1. Go to Network :: Switch :: MSTP.

2. Click AddAdd (displays dialog). 

a. Enter MST Instance ID,MST Instance ID,
b. Enter VLAN,VLAN,

c. On PriorityPriority drop-down, select one (0, 4096, 8192, 12288, 16384, 20480, 24594,

28672, 32768, 40960, 45056, 49152, 53248, 57344, 61440)

3. Click SaveSave.

Change MST instance port priority and costChange MST instance port priority and cost

1. Go to Network :: Switch :: MSTP.
2. In the MST Instance column, click an instance number.
3. In the Interface column, click the interface name, or select multiple interfaces

4. Click EditEdit.
5. As needed, make changes to port priority and cost. The lower the priority
6. number, the higher the priority.
7. Click SaveSave.

MSTP sub-tab (NSR and NSR LITE only)MSTP sub-tab (NSR and NSR LITE only)
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Edit MSTPEdit MSTP

1. Go to Network :: Switch :: MSTP.

2. In Interface column, click a name (displays dialog).

3. As needed, make changes.
4. Click SaveSave.

Delete MSTPDelete MSTP

1. Go to Network :: Switch :: MSTP.

2. In the MST Interface column, select the checkbox.

3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

View MSTP State and MST RoleView MSTP State and MST Role

Go to Tracking :: Network :: MSTP to view the MSTP State and Role.

Set VLAN/PrioritySet VLAN/Priority

1. Go to Network :: Switch :: MSTP.

2. In the MST Interface column, select the checkbox.

3. Click VLAN/PriorityVLAN/Priority (displays dialog).
4. Make changes, 
5. Make changes to the MST instance priority, or to the VLANs associated with the MST

instance.
6. Click SaveSave.
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Details are read only.

Global sub-tab (BSR, GSR)Global sub-tab (BSR, GSR)
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Edit Global SettingsEdit Global Settings

1. Go to Network :: Switch :: Global. 

2. In the Jumbo Frame menu, update Maximum Size (1522 to 9732). Maximum Size (1522 to 9732). 

When the Jumbo Frame is enabled in the switch interfaces, packets with MRU up to the
Jumbo Frame size will be accepted.

3. In the Link Aggregation menu, Load BalanceLoad Balancedrop-down, select the load balance to use with

the LAG members: 
a. Source and Destination IP
b. Source and Destination MAC
c. Source and Destination MAC and IP
d. Source and Destination MAC and IP and TCP/UDP Ports

4. On the Spanning Tree menu, enable/disable Spanning Tree and make changes, as needed:

a. StatusStatus drop-down, select one (Enabled, Disabled) drop-down, select one (Enabled,
Disabled). To enable Spanning Tree, enable Status and enable STP Status in the
switch ports. 

b. Hello Time (sec): Hello Time (sec): transmission interval between BPDUs. The default value is 2.
c. Forward Delay (sec): Forward Delay (sec): time spent in the listening and learning states. The default

value is 15.
d. Max Age (sec): Max Age (sec): maximum time that the switch can wait without receiving a BPDU

before attempting to regenerate a new spanning tree. The default value is 20.
e. Tx Hold Count: Tx Hold Count: maximum number of BPDUs transmitted per port in a given second.

The default value is 5.

5. In the MTSP menu, enter Region NameRegion Name and RevisionRevision. enter Region Name and Revision.

The Region Name must match the Region Name of the connected switches with identical
configuration.

Global sub-tab (NSR, NSR LITE only)Global sub-tab (NSR, NSR LITE only)
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6. On the DHCP Snooping menu, Status Status drop-down, select one (Enabled, Disabled). Status

drop-down, select one (Enabled, Disabled). If enabled, only trusted interfaces in a VLAN that
has DHCP enabled will accept DHCP Server responses. When disabled, the DHCP
Snooping functionally is disabled globally.

7. Click SaveSave.
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Port mirroring allows copying the traffic passing through a port to another port, to allow a remote
system to analyze the packets, for instance with tcpdump or Wireshark. 

The Source port is the port where the packets will be copied from and the Destination port is the
destination for the mirrored traffic. The system running tcpdump or Wireshark should be connected to
the Destination port.

There is a restriction where the source and destination ports need to be in the same network card, or
if the source is a built-in port (instead of a network card port), the destination also needs to be a built-
in port.

Add Port MirroringAdd Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. Click AddAdd (displays dialog). 

3. On Settings menu:

a. Enter Session NameSession Name.
b. On  DestinationDestination drop-down, select one (backplane0, backplane1, netS2-(1-16),

netS3-(1-8), netS4-(1-16), sfp0, sfp1, slot1-0, slot1-1).
c. On DirectionDirection drop-down, select one (Both, Egress, Ingress).
d. On StatusStatus drop-down, select one (Enabled, Disabled).

4. On Traffic Source menu: To add, select from left-side panel, click AddAdd► to move to right-side

panel. To remove from right-side panel, select, and click ◄RemoveRemove.
5. Click SaveSave.

Edit Port MirroringEdit Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. In Session Name column, select checkbox.

Port Mirroring sub-tab (NSR only)Port Mirroring sub-tab (NSR only)
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3. Click EditEdit.
4. Make changes, as needed.
5. Click SaveSave.

Delete Port MirroringDelete Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. In Session Name column, select checkbox.

3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Rename Port MirroringRename Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. In the Session Name column, select checkbox.

3. Click RenameRename.
4. On the dialog, enter New NameNew Name.
5. Click SaveSave.

Enable Port MirroringEnable Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. In Session Name column, select checkbox.

3. Click EnableEnable (enables port mirroring).

Disable Port MirroringDisable Port Mirroring

1. Go to Network :: Switch :: Port Mirroring.

2. In Session Name column, select checkbox.

3. Click DisableDisable (disables port mirroring).
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The DHCP Snooping provides a defense against untrusted DHCP Servers providing IPs. This
feature can be enabled per VLAN, and it requires that the DHCP. Snooping is also enabled under
Global. The ports that have trusted DHCP Servers should be configured as Trusted. When DHCP
Snooping is enabled, the DHCP requests will be broadcasted to trusted ports, and DHCP responses
from trusted ports will be forwarded. The DHCP responses from untrusted ports will be dropped.

 DHCP Option 82 can also be enabled when DHCP Snooping is enabled. The DHCP Option 82 adds
the Circuit ID to the DHCP request so that the DHCP Server can assign IPs based on Circuit ID. If
the Nodegrid DHCP Server is used, the Agent Circuit ID needs to be configured under the DHCP
Server Hosts sub-tab.

There are 3 options for the Circuit ID format:

vlan:interface
hostname:vlan:interface and 
hostname:interface
vlan:interface: “VLAN0005:netS1-1”
hostname:vlan:interface: “mynodegrid:VLAN0005:netS1-1”
hostname:interface: “mynodegrid:netS1-1”

Enable DHCP SnoopingEnable DHCP Snooping

(available in v5.6+)

1. Go to Network :: Switch :: DHCP Snooping.

2. Select a checkbox with a disabled VLAN.
3. Click Edit Edit (displays dialog), and enter details:

4. Select Enable DHCP SnoopingEnable DHCP Snooping (expands dialog).

DHCP Snooping sub-tab (NSR only)DHCP Snooping sub-tab (NSR only)
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a. Enable DHCP Option 82Enable DHCP Option 82 (expands dialog). (v5.6+)

5. Review the Circuit ID format details.
6. If changes are made, click SaveSave.

Disable DHCP SnoopingDisable DHCP Snooping

(available in v5.6+)

1. Go to Network :: Switch :: DHCP Snooping.

2. Select a checkbox with an enabled VLAN.
3. Click EditEdit (displays dialog). 

4. If Enable DHCP SnoopingEnable DHCP Snooping is unselected (expands dialog). 

5. If changes are made, click SaveSave.
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Administrators can define and manage static routes. Routes can be created for IPv4 and IPv6,
assigned to specific network interfaces. 

Routing tabRouting tab
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Add Static RouteAdd Static Route

1.  Go to Network :: Routing.

2. Select Static Routes from the RoutingRouting dropdown list.
3. Click AddAdd (displays dialog). 

4. On ConnectionConnection drop-down, select one (ETH0, ETH1, hotspot)
5. On Typemenu, select one:

IPv4IPv4 radio button
IPv6IPv6 radio button

6. Enter details:
a. Destination IPDestination IP
b. Destination BitMaskDestination BitMask
c. Gateway IPGateway IP
d. Metric Metric (routing metric value – for normal routes, default: 100)
e. Treat Destination IP as FQDNTreat Destination IP as FQDN checkbox (if selected, closes Destination BitMaskDestination BitMask

field).

7. Click SaveSave.

Edit Static RouteEdit Static Route

1. Go to Network :: Static Routes.

2. In the Index column, click on the name (displays dialog).

3. Make changes as needed.
4. Click SaveSave.

Delete Static RouteDelete Static Route

1. Go to Network :: Static Routes.

2. In the list, select a checkbox.
3. Click DeleteDelete.

Manage Static RoutesManage Static Routes
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The  FRR  FRR  page allows users to view and modify all Free Range Routing (FRR) protocol
configurations in a single place. Since FRR configuration is quite extensive and complex to
remember the command involved in execution, this page is very useful for reviewing protocol
configuration, executing configuration adjustments, and creating configuration backup. 

ConfiguringConfiguring  FRRFRR

1. Go to Network :: Routing.

2. Select FRRFRR from the RoutingRouting dropdown list.

3. In the Configuration Configuration section, enter the required configuration.
a. Enter FRR Configuration.

b. Click SaveSave.

4. To import configuration, click  Import Configuration.Import Configuration.
a. Local Computer: Local Computer: If the  FRR.confFRR.conf   file is located on the Local Computer,

 click  Choose Fi leChoose Fi le   to browse to the location where the file is present. . 

i. Select the file..
ii. Click Open.Open.

FRR Configuration ManagementFRR Configuration Management
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b. Local System: Local System: Ensure that the FRR.conf file is already available in the local System.
Once the file is available, select the file from the  Filename Filename drop-down list. . 

c. Remote Server:  Remote Server:  Configure the remote location where the  FRR.confFRR.conf   file is

available: 
i. URL: URL: Enter the URL to the FRR.conf FRR.conf file. The supported URL formats are: 

PROTOCOL://SERVER_ADDRESS/REMOTEFILE
PROTOCOL://SERVER_ADDRESS:SERVER_PORT/REMOTEFILE

where, PROTOCOL can be TFTP, FTP, HTTP, HTTPS, SCP, and SFTP 

SERVER_ADDRESS can be IPv4, IPv6, or name

ii. Username: Username: Username to log in to the remote server.
iii. Password: Password: Password to log in to the remote server.  

5. Click  Save.Save.

Verifying the Router Configuration ChangesVerifying the Router Configuration Changes

To verify the changes performed using the FRR configuration: 

1. Go to   Access:: Console.Access:: Console.

2. Enter the following command:

exec frrexec frr

dodo  show runningshow running--configconfig

ActionScript Copy
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The command displays the newly configured FRR details as a response. 
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This section explains how to configure the Border Gateway Protocol (BGP) routing policy IP prefix
list. A prefix list identifies which routes must be accepted or denied in a BGP network. The prefixes
represent the match criteria to apply the filter. Routes are then either permitted or denied based on
these specified criteria. For example, if there is a need for a BGP network to disallow the distribution of

a route with the IP address 10.1.1.3, this prefix can be included in the match criteria within the route
map to block connections for this IP. To configure the prefix list:

1. Log into the Nodegrid Web UI.
2. Navigate to Network::Routing::Policy.

3. Click AddAdd.
4. Specify a name for the prefix list.
5. Select the IPv4 or IPv6 address family.
6. Specify a meaningful description of the prefix list.
7. Specify the sequence in which the prefix entries will be processed. You can include multiple

sequences in the prefix list. For more information, see Adding Multiple Sequences to the
Prefix List.

8. Select the action Deny Deny or PermitPermit based on whether you want to deny or allow the route in
the BGP network for redistribution. 

9. Select the match criteria AnyAny or Custom Custom to apply the prefix rule.
a. Option AnyAny filters the route without any network parameters defined. 
b. The Custom option applies prefix rules based on the network length and parameters

LE and GE. If the parameter is LE, the prefix rules are only applied to routes whose
subnets are equal to or smaller than the specified value. If the parameter is GE, the
prefix rules are only applied to routes whose subnets are equal to or larger than the
specified value. 

10. Click SaveSave.

CLI Configuration ExampleCLI Configuration Example

Adding Multiple Sequences to the Prefix ListAdding Multiple Sequences to the Prefix List

Follow this procedure to include multiple sequences.

Configuring BGP PoliciesConfiguring BGP Policies

[[adminadmin@@nodegrid nodegrid //]]# cd settings# cd settings//routingrouting//policypolicy//prefix_listprefix_list//

[[adminadmin@@nodegrid prefix_listnodegrid prefix_list]]# add# add

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  namename==testtest--ipv4 ipv4 

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  ip_typeip_type==ipv4 ipv4 

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  descriptiondescription==docudocu--testingtesting

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  sequencesequence==55

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  actionaction==permitpermit

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# # setset  matchmatch==custom networkcustom network||lengthlength==10.010.0.0.0.0.0//2424  lele==3030  

gege==2828

[[adminadmin@@nodegrid nodegrid {{prefix_listprefix_list}}]]# commit# commit

ActionScript Copy
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1. Navigate to Network::Routing::Policy.

2. Click on the configured prefix list in the table. 

3. Click AddAdd.

4. Specify the new sequence number to be included in the list and specify Action and Match criteria
to be applied to the prefix rule.

5. Click SaveSave.

The newly created sequence is included in the prefix list.

CLI Configuration ExampleCLI Configuration Example
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[[adminadmin@@nodegrid nodegrid //]]# cd # cd //settingssettings//routingrouting//policypolicy//prefix_listprefix_list//

[[adminadmin@@nodegrid prefix_listnodegrid prefix_list]]# cd my# cd my--prefixprefix--listlist--ipv6ipv6--ipv6ipv6//

[[adminadmin@@nodegrid mynodegrid my--prefixprefix--listlist--ipv6ipv6--ipv6ipv6]]# ls# ls

settingssettings//

sequencesequence//

[[adminadmin@@nodegrid mynodegrid my--prefixprefix--listlist--ipv6ipv6--ipv6ipv6]]# cd sequence# cd sequence

[[adminadmin@@nodegrid sequencenodegrid sequence]]# add    # add    

[[adminadmin@@nodegrid nodegrid {{sequencesequence}}]]# # setset  sequencesequence==1515

[[adminadmin@@nodegrid nodegrid {{sequencesequence}}]]# # setset  actionaction==permitpermit

[[adminadmin@@nodegrid nodegrid {{sequencesequence}}]]# # setset  matchmatch==anyany

[[adminadmin@@nodegrid nodegrid {{sequencesequence}}]]# commit# commit

[[adminadmin@@nodegrid sequencenodegrid sequence]]# show# show

    sequence  action  networksequence  action  network//length  ge  le length  ge  le 

    ================    ============    ============================    ====    ======

    55                  Permit  Any                    Permit  Any                    

    1010                Permit  Permit  20012001::db8db8:::://3232      3232    128128

    1515                Permit  AnyPermit  Any  
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Border Gateway Protocol (BGP) is a standardized exterior gateway protocol that exchanges routing
information between different autonomous systems (ASes) on the Internet. This section explains the
tasks to configure a BGP network for a Nodegrid device. To Configure BGP routing for a Nodegrid
device, perform the following configurations:

1. Adding a BGP Router

2. Configuring the Neighbors

3. Setting up Neighbor Groups

4. Configuring the Network Settings

5. Configuring the Route Redistribution

PrerequisitePrerequisite
Before configuring the BGP router, make sure that the IPv4 and IPv6 forwarding are enabled. To
enable IPv4 and IPv6 forwarding, go to Network:: Settings:: IPv4 and IPv6 profile  and select the

checkboxes Enable IPv4 IP ForwardEnable IPv4 IP Forward and Enable IPv6 IP ForwardEnable IPv6 IP Forward.

Adding a BGP RouterAdding a BGP Router

To initiate the BGP routing process, you must add a BGP router. To configure the BGP router:

1. Log in to the Nodegrid OS Manager.
2. Go to Network:: Routing:: BGP and click AddAdd.

3. Enter the AS number corresponding to the router's autonomous system.
4. Enter the BGP Router IDBGP Router ID. The router ID should be a unique 32-bit IPv4 address. This ID

uniquely identifies the router within the BGP domain and helps to identify the BGP neighbors.
5. Specify the time duration of the Keepalive interval and hold time for BGP neighbors.

The minimum Keepalive interval is 0 to 65535 seconds. The hold time interval is 0 to 65535

seconds.
6. Select the Status as EnabledEnabled.
7. Select virtual routing and forwarding (VRF) as Default. 
8. Select eBGP Requires PolicyeBGP Requires Policy if you want to apply incoming and outgoing policies to the

eBGP sessions. Without incoming policies, no routes will be accepted and without outgoing

Configuring BGP Routing for a Nodegrid DeviceConfiguring BGP Routing for a Nodegrid Device
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policies, no routes will be advertised. This option is enabled by default.
9. Click SaveSave. The newly created router is listed in the table.

The BGP router is now configured, and you will be able to see options to configure neighbor groups,

neighbors, networks, and redistribution.

CLI Configuration ExampleCLI Configuration Example

Configuring the NeighborsConfiguring the Neighbors

BGP routers establish TCP sessions with neighboring routers to exchange routing information. The
BGP neighbors play a crucial role in maintaining accurate routing within autonomous systems,
ensuring proper connectivity. To establish a connection between the BGP neighbors, you must
configure the parameters as mentioned in the following procedure:

1. Click on the router entry from the table and click NeighborNeighbor.
2. Click Add Add to configure a new BGP neighbor.

3. Configure the following neighbor parameters:
a. Specify the IP addressIP address of the neighbor.
b. Select the Autonomous System number Autonomous System number of the neighboring BGP router with which

you are establishing a BGP neighbor session.
i. Select the AS number if you want to assign a numerical identifier to the

autonomous system of the neighboring BGP router.

[[adminadmin@@nodegrid nodegrid //]]# cd # cd //settingssettings//routingrouting//bgpbgp

[[adminadmin@@nodegrid bgpnodegrid bgp]]# add# add

[[adminadmin@@nodegrid nodegrid {{bgpbgp}}]]# # setset  as_numberas_number==11

[[adminadmin@@nodegrid nodegrid {{bgpbgp}}]]# # setset  router_idrouter_id==20.120.1.1.1.33.33

[[adminadmin@@nodegrid nodegrid {{bgpbgp}}]]# commit# commit
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ii. Select External External if the neighbor with which you are establishing the
connection is an external BGP router. When you have selected this option and
if the AS number is identified in the local autonomous system the connection
gets rejected.  

iii. Select Internal Internal if the neighbor with which you are establishing the connection
is an internal BGP router. When you have selected this option and if the AS
number is identified in the local autonomous system the connection gets
accepted.  

c. Select the neighbor group from which you want to replicate the configuration policies
for this specific neighbor.

d. Specify a meaningful description description of the neighbor. This description assists network
administrators in understanding the neighbor's role in a network topology.

4. Configure the following settings:
a. Select if the BGP session with the specified neighbor is enabled or disabled.
b. Specify the maximum hop countmaximum hop count to establish BGP sessions with the neighbors that

are not directly connected. Note that the more the hop count the lesser the network
latency.

c. Specify the source addresssource address of the interface or the interface type to reach the
neighbor. A BGP connection can be established if there are active paths between the
neighbors. If there are multiple paths between the neighbors specifying the update
source initiates the Nodegrid device to establish the BGP peering itself through that
interface or the source IP.

5. Configure the following timer settings:
a. Specify the minimum router advertisement interval (per neighbor). BGP determines

the interval determines the time gap between sending route advertisements or
withdrawals to a BGP neighbor. The duration can be a maximum of 30 seconds.

b. Specify the time duration between consecutive Keepalive messages sent by the BGP
router to its neighbors. The duration can be from 10 to 60 seconds; however, it must
not exceed half of the time set as the Hold time.

c. Specify the maximum time duration that a BGP router should wait to receive a
Keepalive message from its neighbor. The duration can be from 30 to 90 seconds.

6. Configure the IPv4/IPv6 address families.
Specify which address families should be exchanged with neighbors that support the same
address families. You could activate an address family to select that address family for a BGP
neighbor. If you are defining an IPv4/IPv6 unicast neighbor, you exchange the IPv4/IPv6
unicast routes with that neighbor. Additionally, you can set up filter lists, prefix lists, and route
maps, to specify which routes should be accepted from or advertised to specific neighbors.

7. A list of available neighbors is displayed in a tabular format. The table shows the following
details:

ID: Neighbor ID, which is IPv4 or IPv6 address of the router.
Status: Enabled or Disabled status of the neighbor.
Remote AS: AS system number of the neighbor.
Neighbor Group: The Group to which the neighbor belongs. See the Neighbor
Groups section for more information. The configurations defined in the Neighbor
Groups are inherited by all the neighbors of the group. This is useful if you have the
same configuration for multiple neighbors.
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You can set a neighbor as a peer group by clicking the Set as Peer Group Set as Peer Group option. Setting a
neighbor as a peer group includes it in the Neighbor Groups as peers share the same update
policies.

CLI Configuration ExampleCLI Configuration Example

Setting up the Neighbor GroupsSetting up the Neighbor Groups

You can set up neighbor groups with the same set of configurations to simplify and effectively update
the configurations. This approach simplifies the configurations in cases where there are many
neighbors. 

1. Click on the router entry from the table and click Neighbor GroupsNeighbor Groups.
2. Click AddAdd.
3. Specify a neighbor group name.
4. Under Group Members, choose the member you want to include in the group and click AddAdd.

To remove a member from the group, select the member and click RemoveRemove.
5. Configure the necessary parameters that you want to apply to all members of the group.

Refer to the procedure Configuring the Neighbors for information on configuration

parameters.
6. Click SaveSave.

[[adminadmin@@nodegrid routingnodegrid routing]]# cd bgp# cd bgp

[[adminadmin@@nodegrid bgpnodegrid bgp]]# cd # cd 11--defaultdefault//

[[adminadmin@@nodegrid nodegrid 11--defaultdefault]]# cd neighbor# cd neighbor

[[adminadmin@@nodegrid nodegrid 11--defaultdefault]]# add# add

[[adminadmin@@nodegrid nodegrid {{neighborsneighbors}}]]# # setset  ip_addressip_address==10.110.1.1.1.33.33  

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33]]# # setset  remote_asremote_as==as_number as_number 

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  remote_as_numberremote_as_number==1010

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  descriptiondescription==testingtesting

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  statusstatus==enabledenabled

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  ebgp_multihop_maximum_countebgp_multihop_maximum_count==1010

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  update_sourceupdate_source==interfaceinterface

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  update_source_interfaceupdate_source_interface==backplane0backplane0

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  minimum_advertisement_intervalminimum_advertisement_interval==3030

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33  ]]# # setset  keep_alive_intervalkeep_alive_interval==6060  hold_timehold_time==100100

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33]]# # setset  ipv4_unicast_activateipv4_unicast_activate==yesyes

[[adminadmin@@nodegrid nodegrid 10.110.1.1.1.33.33]]# commit# commit
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CLI Configuration ExampleCLI Configuration Example

Configuring BGP Network ParametersConfiguring BGP Network Parameters

You need to specify the IPv4 or IPv6 routes that need to be advertised by the BGP routers to
ensure routing information propagates via the network. To configure the network settings,
follow these steps:

1. Enter the IP prefix of the device. The IP prefix allows the advertising of the device to
its neighbors.

2.  Select the IPv4 unicast or IPv6 unicast address family from the drop-down.
3.  Select the route maproute map for the inbound or the outbound routes. Route maps can be

used to set the filters for the routes or to redistribute routes to avoid loops when the
same routes are advertised.

4. (optional) Enter the label indexlabel index number identifier for the route. 
5.  Select the checkbox  Backdoor RouteBackdoor Route to route a network through the backdoor

route. Applicable for IPv4 Unicast address type only. The backdoor route and the local
route are the same except that the backdoor route IPs are not advertised.

6. Click Save.Save.

CLI Configuration ExampleCLI Configuration Example

Note:Note:

After you include a member in a group, you can also override the configuration settings
for that member by navigating to the Neighbors tab.

[[adminadmin@@BSRBSR--8080  //]]# cd # cd //settingssettings//routingrouting//bgpbgp//11--defaultdefault//neighbor_groupsneighbor_groups//

[[adminadmin@@BSRBSR--8080  neighbor_groupsneighbor_groups]]# add# add

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  namename==my_groupmy_group

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  remote_as_numberremote_as_number==1010

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  descriptiondescription=="My group"My group  

description"description"

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  membersmembers==10.110.1.1.1.33.33

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  statusstatus==enabledenabled

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  ebgp_multihop_maximum_countebgp_multihop_maximum_count==55

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  update_sourceupdate_source==interfaceinterface

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  

update_source_interfaceupdate_source_interface==backplane0backplane0

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  keep_alive_intervalkeep_alive_interval==3030

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  hold_timehold_time==9090

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# # setset  ipv4_unicast_activateipv4_unicast_activate==yesyes

[[adminadmin@@BSRBSR--8080  {{neighbor_groupsneighbor_groups}}]]# commit# commit

ActionScript Copy
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Configuring Route RedistributionConfiguring Route Redistribution

    BGP routes can advertise routes to the neighbors that are learned by other routing protocols.
Follow these steps to set the redistribution parameters:

1. Select the  rrouting protocol outing protocol to be used during the route redistribution.
2. Select the IPv4 unicast or IPv6 unicast address family from the drop-down.
3. Select the route maproute map for the inbound or the outbound routes. Route maps can be used to

set the filters for the routes or to redistribute routes to avoid loops when the same routes are
advertised.

4. Enter the metric metric attribute based on which the shortest path is selected for the routing
purpose.

5. Click SaveSave.

CLI Configuration ExampleCLI Configuration Example

Managing Route ConfigurationManaging Route Configuration

You can edit, delete, enable, or disable BGP route configurations by choosing the corresponding
configuration entry and selecting the appropriate options.

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# cd # cd //settingssettings//routingrouting//bgpbgp//8080--

defaultdefault//networksnetworks//

[[adminadmin@@nodegrid networksnodegrid networks]]# add# add

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# # setset  ip_prefixip_prefix==10.110.1.1.1.32.32

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# # setset  address_familyaddress_family==ipv4_unicastipv4_unicast

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# # setset  label_indexlabel_index==100100

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# # setset  backdoor_routebackdoor_route==yesyes

[[adminadmin@@nodegrid nodegrid {{networksnetworks}}]]# commit# commit

ActionScript Copy

[[adminadmin@@nodegrid nodegrid //]]# cd settings# cd settings//routingrouting//bgpbgp//11--defaultdefault//redistributeredistribute//

[[adminadmin@@nodegrid redistributenodegrid redistribute]]# add# add

[[adminadmin@@nodegrid nodegrid {{redistributeredistribute}}]]# # setset  protocolprotocol==ospfospf

[[adminadmin@@nodegrid nodegrid {{redistributeredistribute}}]]# # setset  address_familyaddress_family==ipv4_unicastipv4_unicast

[[adminadmin@@nodegrid nodegrid {{redistributeredistribute}}]]# # setset  metricmetric==1010

[[adminadmin@@nodegrid nodegrid {{redistributeredistribute}}]]# commit# commit

ActionScript Copy
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Administrators can configure and manage manual hostname definitions (equivalent to entries in the
host's file). 

Hosts tabHosts tab
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Add HostAdd Host

1. Go to Network :: Hosts.

2. Click Add Add (displays dialog). 

a. Enter IP AddressIP Address  (IPv4, IPv6 formats supported)
b. Enter HostnameHostname
c. Enter AliasAlias

3. Click SaveSave.

Edit HostEdit Host

1. Go to Network :: Hosts.

2. In the Index column, click on the name (displays dialog).

3. Make changes as needed.
4. Click SaveSave.

Delete HostDelete Host

1. Go to Network :: Hosts.

2. In the list, select a checkbox.
3. Click DeleteDelete.

Manage HostsManage Hosts
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Administrators can configure SNMP settings here. 

SNMP tabSNMP tab
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Review/edit System InformationReview/edit System Information

1. Go to Network :: SNMP.

2. Click SystemSystem (displays dialog).

3. Two fields can be edited:
a. SysContactSysContact (email address)
b. SysLocationSysLocation (location name)

4. If changed, click SaveSave.
5. If not, click CancelCancel to return to table.

Add SNMP Community/Username ConfigurationAdd SNMP Community/Username Configuration

1. Go to Network :: SNMP.

2. Click AddAdd (displays dialog). 

3. In the Version menu (select one):

Version V1/V2Version V1/V2 radio button (expands dialog). Enter CommunityCommunity and SourceSource. (if
applicable) Enable SNMP for IPv6Enable SNMP for IPv6 checkbox. 

Version 3Version 3 radio button (expands dialog):

Manage SNMPManage SNMP
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Enter UsernameUsername.
On SecuritySecurity Level drop-down, select one (NoAuthNoPriv, AuthNoPriv, AuthPriv).
On Authentication AlgorithmAuthentication Algorithm drop-down, select one (MD5, SHA, SHA-224, SHA-
256, SHA-384, SHA-512).
Enter Authentication PasswordAuthentication Password.
On Privacy AlgorithmPrivacy Algorithm drop-down, select one (DES, AES, AES-192, AES-256).
Enter Privacy PasswordPrivacy Password

4. On OID menu:

a. OIDs and Descriptions are:
ngCellularConnections (OID: .1.3.6.1.4.1.42518.4.2.1.1.7)
DESCRIPTION: This is the root for cellular connections.
ngCellularNumOfConnections (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.1.0)
DESCRIPTION: This object contains number of Cellular Connections. This
identifies the number of Cellular Connections.
ngCellularConnectionsTable (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2)
DESCRIPTION: This table has information about Cellular Connections in this
unit.
ngCellularConnectionsEntry (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1)
DESCRIPTION: An entry for each Cellular Connection plugged in this unit.
Each entry contains information on connection status, slot, SIM, data
consumption and signal strength.
ngCellularConnectionNumber (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.1)
DESCRIPTION: This object unique identifies Cellular Connection Index.
ngCellularConnectionSlot (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.2)
DESCRIPTION: Slot of the Cellular Connection.
ngCellularConnectionInterface (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.3)
DESCRIPTION: Interface of the Cellular Connection.
ngCellularConnectionStatus (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.4)
DESCRIPTION: Status of the Cellular Connection.
ngCellularConnectionSIMState (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.5)
DESCRIPTION: State of the SIM Card of the Cellular Connection.
ngCellularConnectionSIMActive (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.6)
DESCRIPTION: Number of the Active SIM Card of the Cellular Connection.
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ngCellularConnectionDataConsumption (OID:
.1.3.6.1.4.1.42518.4.2.1.1.7.2.1.7)
DESCRIPTION: Data Consumption in kBytes of the Cellular Connection.
ngCellularConnectionOperator (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.8)
DESCRIPTION: Operator of the Cellular Connection.
ngCellularConnectionRadioMode (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.9)
DESCRIPTION: Radio Mode of the Cellular Connection.
ngCellularConnectionSignalStrength (OID:
.1.3.6.1.4.1.42518.4.2.1.1.7.2.1.10)
DESCRIPTION: Signal Strength of the Cellular Connection in percent.
ngCellularConnectionTemperature (OID: .1.3.6.1.4.1.42518.4.2.1.1.7.2.1.11)
DESCRIPTION: Temperature of the Cellular Connection device.

b. On Access TypeAccess Type drop-down, select one (Read and Write, Read Only)

5. Click SaveSave.

Edit Community/UsernameEdit Community/Username

1. Go to Network :: SNMP.

2. On Community or Username column, click a name (displays dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete Community/UsernameDelete Community/Username

1. Go to Network :: SNMP.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
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This provides details on the Wireless Modem (if installed). 

Wireless Modem tabWireless Modem tab
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Reset Wireless ModemReset Wireless Modem

1. Go to Network :: Wireless Modem.

2. Select the checkbox next to the Slot name.

3. Click ResetReset. The state of the modem changes to Rebooting.

Note:Note:  When a reset, power cycle, or sim swap operation is called, the Status of the cellular

modem is changed to rebootingrebooting. 

Upgrade Wireless Modem FirmwareUpgrade Wireless Modem Firmware

1. Go to Network :: Wireless Modem.

2. Select the checkbox next to the Slot name.

3. Click FirmwareFirmware (displays dialog). 

4. Click UpgradeUpgrade. 

5. In the Fi le LocationFi le Location menu, select one:

Local ComputerLocal Computer radio button (expands dialog). Click Choose FileChoose File. Locate and

Manage Wireless ModemManage Wireless Modem
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select the file. 

Remote ServerRemote Server radio button (expands dialog). 

Enter URLURL (URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and PasswordPassword.
(optional) Select The path in the URL to be used as the absolute pathThe path in the URL to be used as the absolute path
namename checkbox.

6. Click UpgradeUpgrade.
In the Upgrade StatusUpgrade Status user can view the track progress of the upgrade.

When the upgrade completes the system displays that the firmware update is complete as
shown in the following image:

7. You can check the Show upgrade logShow upgrade log field to view the detailed log information related to the
upgrade. When a firmware upgrade is in progress the system doesn't allow another upgrade
on the same modem. 
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Delete Wireless Modem Build VersionDelete Wireless Modem Build Version

1. Go to Network :: Wireless Modem.

2. Select the checkbox next to the Slot name.

3. Click FirmwareFirmware (displays dialog).

4. To delete the version, select the checkbox next to Build ID.

5. Click DeleteDelete.
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Netflow streaming telemetry data is supported for all network interfaces, including the switch
interface. 

Flow Exporter tabFlow Exporter tab
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Add a new Flow ExportAdd a new Flow Export

WebUI Procedure

1. Go to Network :: Flow Exporter.

2. Click Add Add (displays dialog). 

3. In Settings menu, enter details:

a. NameName
b. EnabledEnabled checkbox
c. InterfaceInterface drop-down, select one (eth0, eth1)
d. Collector AddressCollector Address
e. Collector PortCollector Port (default: 2055)

4. On Protocol Protocol drop-down, select one (IPFIX, NetFlow v9, NetFlow v5, sFlow). (available in
v5.8+)

a. IPFIXIPFIX, NetFlow v9NetFlow v9, NetFlow v5NetFlow v5, enter details:
Active Timeouts (s)Active Timeouts (s) (default: 60)
Inactive Timeout (s) Inactive Timeout (s) (default: 15)
Sampling Rate (1 out of N)Sampling Rate (1 out of N) (default: 1)
In Aggregation Fields menu: to add an item, select item on left-side panel.

Click AddAdd► (item is moved). To remove an item, select item on right-side
panel. Click ◄RemoveRemove (item is moved).

b. sFlowsFlow (expands dialog): (available in v5.8+) Enter details. 

Manage Flow ExportManage Flow Export
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EnabledEnabled checkbox
Collector AddressCollector Address
Collector PortCollector Port
Sampling Rate (1 out of N) Sampling Rate (1 out of N) (default: 1)

5. Click SaveSave.

Edit Flow ExportEdit Flow Export

1. Go to Network :: Flow Exporter.

2. Select checkbox to be edited (displays dialog).
3. Make changes, as needed.
4. Click SaveSave.

Delete Flow ExportDelete Flow Export

1. Go to Network :: Flow Exporter.

2. Select checkbox to be deleted.
3. Click DeleteDelete.

Enable Flow ExportEnable Flow Export

1. Go to Network :: Flow Exporter.

2. Select checkbox to be enabled.
3. Click EnableEnable.

Disable Flow ExportDisable Flow Export

1. Go to Network :: Flow Exporter.

2. Select checkbox to be disabled.
3. Click DisableDisable.

NOTENOTE

The sFlow can also be viewed on Tracking :: Network :: Flow Exporter.
(available in v5.8+)
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These functions are only available on Nodegrid Net SR device. 

802.1x tab (Net SR only)802.1x tab (Net SR only)

Page: 272 of 610  



Add ProfileAdd Profile

1. Go to Network :: 802.1x :: Profile.

2. Click AddAdd (displays dialog). Enter NameName. 

3. On Type menu, select one:

On Internal EAP ServerInternal EAP Server radio button (expands dialog): 

In Select Users: To add, select item on left-side panel and click AddAdd► (item is

moved). To remove, select item on right-side panel and click ◄RemoveRemove (item

is moved).
Enter Retransmit Interval (sec)Retransmit Interval (sec) (default: 3600).

Radius ServerRadius Server radio button (expands dialog), enter details: 

Profiles sub-tabProfiles sub-tab
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IP AddressIP Address
Port NumberPort Number
Shared SecretShared Secret
Retransmit Interval (sec)Retransmit Interval (sec)

SupplicantSupplicant radio button (expands dialog). On UserUser drop-down, select one.

4. Click SaveSave.

Edit a ProfileEdit a Profile

1. Go to Network :: 802.1x :: Profile.

2. In the Name column, click on a name (opens dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete an InterfaceDelete an Interface

1. Go to Network :: 802.1x :: Profile.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.
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Add CredentialAdd Credential

1. Go to Network :: 802.1x :: Credentials.

2. Click AddAdd (displays dialog).

3. Enter details:
a. UsernameUsername

b. PasswordPassword

c. Confi rm PasswordConfi rm Password

d. AuthenticationAuthentication drop-down, select one (MD5, TLS, PEAP, TTLS).

4. Click SaveSave.

Edit CredentialEdit Credential

1. Go to Network :: 802.1x :: Credentials.

2. In Username column, click on name (opens dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete CredentialDelete Credential

1. Go to Network :: 802.1x :: Credentials.

2. Select checkbox.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Include Certif icateInclude Certif icate

User must have TLS authentication. 

1. Go to Network :: 802.1x :: Credentials.

2. Select checkbox and click CertificateCertificate (displays dialog). 

Credentials sub-tabCredentials sub-tab

Page: 275 of 610  



3. Enter details:
a. Country Code (C)Country Code (C)
b. State (S)State (S)
c. Locality (L)Locality (L)
d. Organization (O)Organization (O)
e. Email AddressEmail Address
f. Input PasswordInput Password

g. Output PasswordOutput Password

4. Click  Generate CertificateGenerate Certificate (displays dialog).

5. Click Download CertificateDownload Certificate.
6. On pop-up dialog, click AllowAllow.
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7. Certificate is saved to the local computer download location.
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QoS (Quality of Service) rules can be configured. Three configuration levels are available: Interface,
Classes, Rules. 

QoS tabQoS tab
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The Interface tab allows you to manage QoS on each available interface. The main table displays
information regarding the Name, Status, Direction, and Classes for each interface.

Add an InterfaceAdd an Interface

1. Go to Network :: QoS :: Interfaces.

2. Click AddAdd (displays dialog). 

3. In Settings menu:

a. Enter InterfaceInterface (must match existing interface name).
b. On QoS DirectionQoS Direction drop-down, select one (Input, Output, Bidirectional).
c. As needed, select EnabledEnabled checkbox.

4. On Custom parametersCustom parameters (advanced users only – enter FireQOS commands).
5. In Assignment menu, to add a Class, select item on left-side panel. Click AddAdd► (item is

moved). To remove a Class, select item on right-side panel. Click ◄RemoveRemove (item is moved).
6. In Input menu: (Input menu details must match Output menu details) Enter BandwidthBandwidth.

On  UnitUnit drop-down, select one (GB/s, MB/s, KB/s, B/s, Gbit/s, Mbit/s, Kbit/s, bit/s)
7. In Output menu, enter Bandwidth. Bandwidth. On UnitUnit drop-down, select one (GB/s, MB/s, KB/s, B/s,

Gbit/s, Mbit/s, Kbit/s, bit/s)

Interfaces sub-tabInterfaces sub-tab

NOTENOTE

Status can be Disabled, Running, or Error
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8. Click SaveSave.

Edit InterfaceEdit Interface

1. Go to Network :: QoS :: Interfaces.

2. In the Name column, locate and select checkbox,

3. Click EditEdit (opens dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete InterfaceDelete Interface

1. Go to Network :: QoS :: Interfaces.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Enable InterfaceEnable Interface

1. Go to Network :: QoS :: Interfaces.

2. Select checkbox to be enabled.
3. Click EnableEnable.

Disable InterfaceDisable Interface

1. Go to Network :: QoS :: Interfaces.

2. Select checkbox to be disabled.
3. Click DisableDisable.
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This manages QoS classes.

Add a ClassAdd a Class

1. Go to Network :: QoS :: Classes.

2. Click AddAdd (displays dialog). 

3. In Settings menu, enter details:

a. NameName (descriptive name for this class)
b. EnabledEnabled checkbox
c. PriorityPriority drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7) (0=highest priority).

4. In Assignment menu (enter details):

a. On Assign Rules menu, to add a Rule, select item on left-side panel. Click AddAdd►

(item is moved). To remove a Rule, select item on right-side panel. Click
◄Remove Remove (item is moved).

Classes sub-tabClasses sub-tab

NOTENOTE

If multiple rules are added, they are applied as OR (for example, if two rules are
added, whichever rule applies is the rule used for the class.
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b. In Assign Interfaces menu, to add an Interface, select item on left-side panel. Click

AddAdd► (item is moved). To remove an Interface, select item on right-side panel. Click
◄RemoveRemove (item is moved).

5. In Input menu, enter details: (Input menu details must match Output menu details)

a. Enter Reserved BandwidthReserved Bandwidth. On UnitUnit drop-down, select one (%, GB/s, MB/s, KB/s,
B/s, Gbit/s, Mbit/s, Kbit/s, bit/s).

b. Enter Max BandwidthMax Bandwidth. On UnitUnit drop-down, select one (%, GB/s, MB/s, KB/s, B/s,
Gbit/s, Mbit/s, Kbit/s, bit/s).

6. In Output menu, enter details:

a. Enter Reserved BandwidthReserved Bandwidth. On UnitUnit drop-down, select one (%, GB/s, MB/s, KB/s,
B/s, Gbit/s, Mbit/s, Kbit/s, bit/s).

b. Enter Max BandwidthMax Bandwidth. On UnitUnit drop-down, select one (%, GB/s, MB/s, KB/s, B/s,
Gbit/s, Mbit/s, Kbit/s, bit/s).

7. Click SaveSave.

Edit a ClassEdit a Class

1. Go to Network :: QoS :: Classes.

2. In the Name column, locate and select checkbox,

3. Click EditEdit (opens dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete a ClassDelete a Class

1. Go to Network :: QoS :: Classes.

2. Select checkbox to be deleted.
3. Click DeleteDelete.

Enable a ClassEnable a Class

1. Go to Network :: QoS :: Classes.

2. Select checkbox to be enabled/disabled.
3. Click EnableEnable (to enable class).

Disable a ClassDisable a Class

1. Go to Network :: QoS :: Classes.

2. Select checkbox to be enabled/disabled.
3. Click DisableDisable (to disable class).

NOTENOTE

The “Input” and “Output” sections only apply to interfaces with that corresponding
direction. For example, if a class has “Input” and “Output” limits but is assigned to an
interface with “output”, only “Output” limits apply.
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Customer QoS rules are managed with these actions: Add, Edit, Enable/Disable, and Delete. The
main table contains information on existing rules.

Add RuleAdd Rule

1. Go to Network :: QoS :: Rules.

2. Click AddAdd (displays dialog). 

3. In Matching Rule menu, enter details:

a. NameName (descriptive name for this rule)
b. EnabledEnabled checkbox
c. IPv4IPv4 checkbox
d. IPv6IPv6 checkbox
e. ProtocolProtocol

Rules sub-tabRules sub-tab
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f. Source IPSource IP
g. Destination IPDestination IP
h. Source PortSource Port
i. Destination PortDestination Port
j. Source MACSource MAC

k. Destination MACDestination MAC
l. Custom parametersCustom parameters (advanced users only – enter FireQOS commands)

4. In TCP Flags menu, select (as needed):

a. SYNSYN checkbox
b. ACKACK checkbox

5. In Assignment menu: to add a Rule, select item on left-side panel. Click AddAdd► (item is

moved). To remove a Rule, select item on right-side panel. Click ◄RemoveRemove (item is moved).
6. Click SaveSave.

For fields that support multiple values, enter comma separated values. Numeric fields support
ranges, separated with a dash (i.e., 22-100).

Edit RuleEdit Rule

1. Go to Network :: QoS :: Rules.

2. In the Name column, locate and select checkbox,

3. Click EditEdit (opens dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete RuleDelete Rule

1. Go to Network :: QoS :: Rules.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Enable RuleEnable Rule

1. Go to Network :: QoS :: Rules.

2. Select checkbox to be enabled.
3. Click EnableEnable.

NOTENOTE

Options for "Protocol" include the majority of protocol types. Entry can be by
protocol number or lower-case protocol keyword. Multiple protocols can be input
using comma-separated entries. Official source is at Internet AssignedInternet Assigned
Numbers AuthorityNumbers Authority .

NOTENOTE

All parameters in a rule will be applied as an “AND” operation.
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Disable RuleDisable Rule

1. Go to Network :: QoS :: Rules.

2. Select checkbox to be disabled.
3. Click DisableDisable.
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ZPE recommends working with SD-WAN only with the ZPE Cloud application. Modifying directly on
the Nodegrid device loses synchronization with ZPE Cloud.

SD-WAN tabSD-WAN tab
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Add ApplicationAdd Application

1. Go to Network :: SD-WAN :: Application.

2. Click AddAdd (displays dialog). 
3. Enter Name Name and DescriptionDescription.
4. In Match menu:

a. On Source Source drop-down, select one (Any, Custom)
If CustomCustom selected dialog expands. Enter Source IP  AddressSource IP  Address . 

b. On Destination Destination drop-down, select one (Any, Custom)
If CustomCustom checkbox is selected, dialog expands. Enter Source IP  AddressSource IP  Address . 

 

5. In Action menu, select one:

a. Underlay Underlay radio button
b. Overlay Overlay radio button

6. Click SaveSave.

Edit ApplicationEdit Application

1. Go to Network :: SD-WAN :: Application.

2. In the Name column, locate and select checkbox,

3. Click EditEdit (opens dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete ApplicationDelete Application

1. Go to Network :: SD-WAN :: Application.

2. Select checkbox to be deleted.

Application sub-tabApplication sub-tab
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3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.
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Add Path SteeringAdd Path Steering

1. Go to Network :: SD-WAN :: Path Steering.

2. Click AddAdd (displays dialog). 

3. Enter Name Name and DescriptionDescription.
4. In Measurement menu:

a. On Measurement ProtocolMeasurement Protocol drop-down, select one (Ping).
b. On Measurement Target Measurement Target drop-down, select one.

If CustomCustom (expands dialog), enter Measurement Target IP  Address or FQDNMeasurement Target IP  Address or FQDN. 

5. In Steering menu:

a. On Path QualityPath Quality drop-down, select one.
b. On Port Selection menu, select one.

UnderlayUnderlay radio button
OverlayOverlay radio button
BothBoth radio button

Path Steering sub-tabPath Steering sub-tab
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6. In Available Links section, select from left-side panel, click AddAdd► to move to right-side panel.

To remove from right-side panel, select, and click ◄RemoveRemove.

7. Click SaveSave.

Edit Path SteeringEdit Path Steering

1. Go to Network :: SD-WAN :: Path Steering.

2. Click on Name (opens dialog).
3. Make changes, as needed.
4. Click SaveSave.

Delete Path SteeringDelete Path Steering

1. Go to Network :: SD-WAN :: Path Steering.

2. Select checkbox next to NameName.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

NOTENOTE

If device is enrolled in ZPE Cloud, these links should be changed on the ZPE Cloud
application.

Page: 290 of 610  



Add Link ProfileAdd Link Profile

1. Go to Network :: SD-WAN :: Link Profile.

2. Click AddAdd (displays dialog). 

3. Enter details:
a. Enter Link NameLink Name.
b. On Interface NameInterface Name drop-down, select one.
c. Set Probes per secondProbes per second (default: 4).
d. Set Idle TimeIdle Time. (seconds) (default: 0).

4. Click SaveSave.

Edit Link ProfileEdit Link Profile

1. Go to Network :: SD-WAN :: Link Profile.

2. In NameName column, click on name.
3. Make changes, as needed.
4. Click SaveSave.

Delete Link ProfileDelete Link Profile

1. Go to Network :: SD-WAN :: Link Profile.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Link Profile sub-tabLink Profile sub-tab
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Add Path QualityAdd Path Quality

1. Go to Network :: SD-WAN :: Link Profile.

2. Click AddAdd (displays dialog). 

3. Enter NameName.
4. In Quality menu, enter details:

a. Latency Threshold (ms)Latency Threshold (ms) (default: 300)

b. Jitter Threshold (ms)Jitter Threshold (ms) (default: 30)
c. Packet Loss Threshold (%)Packet Loss Threshold (%) (default: 1)

5. In Restore menu, enter Swi tchback Hold Time (s)Swi tchback Hold Time (s) (default: 120)

6. In Sample Collection menu, MethodMethod, select one:

Standard Standard radio button (fields are read-only):
Latency SamplesLatency Samples (default: 50)
Jitter SamplesJitter Samples: (default: 50)
Packet Loss SamplesPacket Loss Samples (default: 100)

Aggressive Aggressive radio button (fields are read-only)
Latency SamplesLatency Samples (default: 50)
Jitter SamplesJitter Samples (default: 50)
Packet Loss SamplesPacket Loss Samples (default: 100)

CustomCustom radio button (fields are editable)

7. Enter values for:
a. Latency SamplesLatency Samples
b. Jitter SamplesJitter Samples

Path Quality sub-tabPath Quality sub-tab

Page: 292 of 610  



c. Packet Loss SamplesPacket Loss Samples

8. Click SaveSave.

Edit Path QualityEdit Path Quality

1. Go to Network :: SD-WAN :: Path Quality.

2. In NameName column, click on name.
3. Make changes, as needed.
4. Click SaveSave.

Delete Path QualityDelete Path Quality

1. Go to Network :: SD-WAN :: Path Quality.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.
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Enable SD-WANEnable SD-WAN

(available in v5.4.6+)

1. Go to Network :: SD-WAN :: Settings.

2. Select Enable SD-WANEnable SD-WAN.
3. Click SaveSave.

Settings sub-tabSettings sub-tab
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The DHCP server for devices can be configured and managed. By default, the DHCP server is not
configured or active. When a DHCP scope is defined, the system serves IP addresses to all devices
connected to the interface and which match the general DHCP scope.

Configuration is a two-step process. 

First, the general DHCP scope and configuration is configured and created. 

Second, IP address ranges (Network Range) are defined to be used as server IP addresses and as
IP address reservations for specific hosts. 

DHCP :: DHCP Server tabDHCP :: DHCP Server tab
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Add DHCP ServerAdd DHCP Server

1. Go to Network :: DHCP drop-down :: DHCP Server.

2. Click AddAdd (displays dialog):
3. On Protocol menu, select one:

a. DHCP4DHCP4 radio button (expands dialog) enter:
SubnetSubnet (must match the settings of a configured interface)
NetmaskNetmask (defined subnet – format: xxx.xxx.xxx.xxx)

b. DHCP6DHCP6 radio button (expands dialog) enter:
PrefixPrefix
LengthLength

4. In Optional Parameters menu, enter:

a. DomainDomain
b. Domain Name Services (DNS)Domain Name Services (DNS)
c. Router IPRouter IP (DHCP4 only)
d. Lease Time (s)Lease Time (s) (default: 86400).

5. Click SaveSave.

Edit DHCP Server ConfigurationEdit DHCP Server Configuration

1. Go to Network :: DHCP drop-down :: DHCP Server.

2. On Subnet/Netmask column, click a name. This displays three sub-tabs: Settings, Network

Range, Hosts. 
3. On SettingsSettings sub-tab, make changes as needed, then click SaveSave.

4. On Network RangeNetwork Range sub-tab, the user can define one or more ranges of dynamic addresses
to be allocated within the network: 

Manage DHCP ServerManage DHCP Server
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a. Add Network Range: click AddAdd (displays dialog): 

Enter IP Address StartIP Address Start (first IP address to be served)
Enter IP Address EndIP Address End (last IP address to be served)
Click SaveSave.

b. To edit network range, click on the IP RangeIP Range name (expands dialog). Make changes,
as needed. Click SaveSave.

c. To delete a network range, select the IP Range checkbox. Click DeleteDelete.

5. On Hosts Hosts sub-tab, a Host can be assigned a static IP address when it joins the network. It is
recommended that static addresses are not within any configured dynamic Network Ranges:

a. To add Host, click AddAdd (displays dialog):

b. Enter details:  

Hostname: Hostname: An  arbitrary  identifier for the host
HW Address (optional): HW Address (optional): The MAC address  used to identify the host. . When
a device with this MAC address asks for a DHCP lease, it will be associated
with this Host entry and assigned the static IP. Either HW AddressHW Address  or AgentAgent
Circuit IDCircuit ID, or both, must be configured
Agent Circuit ID (optional): Agent Circuit ID (optional): A vendor-defined "circuit" identifier. Either HWHW
AddressAddress or Agent Circuit IDAgent Circuit ID, or both, must be configured
Assigned Hostname (Option 12) (optional): Assigned Hostname (Option 12) (optional): A hostname that will be sent
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and may or may not be honored by the requesting client
IP Address: IP Address: The static address to assign to this host. . It is recommended that
this address does not fall within any configured dynamic Network Range
Click SaveSave

c. To edit host, click on the HostnameHostname (expands dialog). Make changes, as needed.
Click SaveSave.

d. To delete a Host, select the Hostname checkbox. Click DeleteDelete.

Delete DHCP ServerDelete DHCP Server

1. Go to Network :: DHCP drop-down :: DHCP Server.

2. Select checkbox to be deleted.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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(available in v5.6+)

DHCP :: DHCP Relay tabDHCP :: DHCP Relay tab
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Add DHCP RelayAdd DHCP Relay

1. Go to Network :: DHCP drop-down :: DHCP Relay.

2. Click AddAdd . On Add dialog, enter details:

3. In Protocol menu, select one:

a. DHCPv4DHCPv4 radio button, enter details:
ServersServers
(optional) InterfacesInterfaces
Enable OptionEnable Option (expands dialog). On Incoming Option 82 PolicyIncoming Option 82 Policy drop-
down, select one (Replace Option 82, Append Option 82, Forward Packet,
Discard Packet)

b. DHCPv6DHCPv6 radio button (expands dialog), Enter details:
Server InterfacesServer Interfaces
Client InterfacesClient Interfaces

4. Click SaveSave.

Edit DHCP RelayEdit DHCP Relay

1. Go to Network :: DHCP drop-down :: DHCP Relay.

2. Click on the name (displays dialog).
3. Make changes as needed.
4. Click SaveSave.

Delete DHCP RelayDelete DHCP Relay

1. Go to Network :: DHCP drop-down :: DHCP Relay.

2. Select checkbox of Index to delete.
3. Click DeleteDelete.

Manage DHCP RelayManage DHCP Relay
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Wireguard VPNWireguard VPN

Wireguard is a modern open-source VPN solution that provides point-to-point and site-to-site
VPN/Overlay tunnels. The protocol is already widely adopted in Public Cloud and Kubernetes
deployments and is starting to be adapted in Enterprise networks. It provides an easy-to-implement
and operate VPN alternative to IPSec.  Due to its modern architecture, Wireguard is the ideal
VPN/Overlay network for management networks, like ZPE Systems Isolated Management
Infrastructure Networks (IMI).

How this Feature could be Useful?How this Feature could be Useful?

Overlay networks are a requirement for many branch or multi-site deployments. While the main
connectivity between locations might be provided through an existing infrastructure, are looking at
many customers for backup connectivity in case the main connection is interrupted. In most cases, it
utilizes the backup connection via a 4G/5G connection using the Public internet. Providing a secure
backup network connection via the public internet requires an enterprise-grade VPN/overlay solution
that is easy to maintain and operate while supporting a wide variety of connection options and
limitations, including no public IP address, carrier-grade NAT, IPv4 and IPv6 support, and OSPF or
BGP support. 

Feature Benefits and AdvantagesFeature Benefits and Advantages

Simple to implement and Operate.
WireGuard uses state-of-the-art cryptography, like the Noise protocol framework,
Curve25519, ChaCha20, Poly1305, BLAKE2, SipHash24, HKDF, and secure trusted
constructions. It makes conservative and reasonable choices and has been reviewed by
cryptographers.
Minimal Attack Surface.
High Performance: A combination of extremely high-speed cryptographic primitives and the
fact that WireGuard lives inside the Linux kernel means that secure networking can be very
high-speed. It is suitable for both small embedded devices like smartphones and fully loaded
backbone routers.
Uses RSA keys and optional PSKs for authentication.
Roaming of End Points is an integrated part of the solution.
Good Client support, with native Windows, MacOS, Linux, iOS, and Android support.
Native support for tunnel interfaces to allow for Multicast traffic.
Support for IPv6 and IPv4 over the same interface.
Part of the Linux kernel ensures long-term support.
Support in Nodegrid since Version 5.2.0+

VPN :: Wireguard tabVPN :: Wireguard tab

Page: 301 of 610  

http://www.noiseprotocol.org
http://cr.yp.to/ecdh.html
http://cr.yp.to/chacha.html
http://cr.yp.to/mac.html
https://blake2.net/
https://131002.net/siphash/
https://eprint.iacr.org/2010/264


How to Create a Site-to-Site VPN/Overlay Network using WireguardHow to Create a Site-to-Site VPN/Overlay Network using Wireguard

Wireguard supports a wide range of overlay architecture designs. The most common architecture
used with Nodegrids is the Server-Client architecture, which supports host-to-host and site-to-site
communication. Wireguard does not directly differentiate between clients and servers. The main
difference is that a server actively listens for incoming connections on a specified UDP port.

Another aspect that must be mentioned is the native support for roaming connections, which sets
Wireguard apart from other VPN technologies like IPSec and OpenVPN. Wireguard sessions are not
bound to a specific interface or network on either the client or the server site. Tunnels can
dynamically change interfaces and networks without closing the session. This process is supported
from both ends by dynamically updating the other side over changing endpoint details, like roaming
IP Addresses or dynamically assigned ports. The result is a dynamic failover of the overlay network
without impact on existing sessions or the need to re-establish connections which utilize the tunnel.

OverviewOverview

The guide uses the following network layout as an example configuration.

Quick Step-by-step WalkthroughQuick Step-by-step Walkthrough

Server-Side: 

Configure a Server Configuration under NetworkNetwork :: VPNVPN :: Wi reguardWireguard

Take note of the server's public key

Repeat the following steps for each Client

Client Side: 

Configure a Client Configuration under Network :: VPN drop-down ::

Wireguard

Take note of the client's public key

Configure the server as a peer in the Client Configuration under Network ::

Manage Wireguard ConfigurationsManage Wireguard Configurations

RoutingRouting

For a site-to-site VPN/Overlay design, is it required to enable routing on each device in the
Network Settings tabSettings tab.
Nodegrid OS supports more advanced routing options, including dynamic routing, for example,
BGP and OSPF.
Please contact support for more details and guidance.
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VPN drop-down :: Wireguard :: <CLIENT CONFIGURATION>

Provide the Public IP, Port, and public key of the server

Server-Side:

Configure the client as a peer in the Server Configuration under Network :: VPN drop-

down :: Wireguard :: <SERVER CONFIGURATION>

public key of the client

Server-Side ConfigurationServer-Side Configuration

Server-side configuration is most commonly done on Nodegrid appliances, which act as central
access points or VPN concentrators. Typically, these are Nodegrid VSR (Virtual Service Router) or
NetSR appliances hosted in a Data Center or Public Cloud.

A Nodegrid instance can handle multiple Server configurations at the same time. This allows for
traffic separation, for example, separation of Nodegrid to Nodegrid communication and User to
Nodegrid configuration and more.

Server Interface ConfigurationServer Interface Configuration

This part of the configuration is only required once for each overlay network. The configuration
creates a server interface and allows them to authorize clients to connect to the server configuration.

To configure a server interface, use the following steps (for a full list of options, look here):

1. Go to Network Network :: VPNVPN  :: WireguardWireguard.

2. Click AddAdd (opens dialog).
3. Enter an Interface NameInterface Name (Example: EMEA); this name is used for the network interface.

4. From the Interface Type Interface Type drop-down list, select Server..

5. From the  StatusStatus drop-down, select Enabled.Enabled.
6. Enter an Internal AddressInternal Address  (Example: 172.16.254.1/32); this IP Address is used as an internal

interface IP Address.. In most cases, you can use a /32 IP address.

Internal AddressInternal Address

The internal IP address assigned to the Wireguard interface is used for Cluster
configuration and BPG and OSP peering configurations.
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7. Enter a UDP Listening PortListening Port (Example: 9001),,  and the server will listen to this UDP for

incoming client sessions. The UDP port must be openend on teh firewall.
8. Click Generate Keypair, Generate Keypair, to create a new Private/Public RSA key pair. This key pair is used

to secure the connection.
The Public key is exchanged with authorized Wireguard Clients.

9. In the Exporting as PeerExporting as Peersection:
a. Define the External AddressExternal Address  (Example: 10.1.1.2) through which the server is

reachable
b. Enter the KKeepAliveeepAlive value. The value is in seconds and provides a keep-alive

functionality for the overlay network. The value should be between 10 - 120 sec, and
the recommended value is 2525 sec.

10. You can leave the Optional settingsOptional settings on default..
11. The Server configuration can be exported to a file for easy import into clients as a peer.

  

12. Go to NetworkNetwork   :: VPNVPN   :: WireguardWireguard.

13. Select the Interface Name.
14. Click Export PeerExport Peer.
15. The file is downloaded to the local download location.

Client (Peer) ConfigurationClient (Peer) Configuration

Wireguard's security is based on a mutually trusted RSA Keypair exchange, which requires
exchanging public key information in both directions. 
This means that every client must be specifically allowed and trusted on the server. This
differs from most IPSec implementations, which are based on Pre-Shared key authentication,
and the server might accept multiple connections with a valid preshared key without explicitly
whitelisting clients. Wireguard does not support this method. 
The exchange of public keys dramatically improves security, specifically on the client side. No
Client has the required information to intercept or imitate other clients, and clients can be
individually removed and disabled from the configuration without impacting any other client.
This eliminates the requirement to rotate preshared keys regularly.
Clients can be created manually or by importing a Peer Export File, which can be made on
the client.

NoteNote

When you export a configuration, the hostname of the device is prefixed to the interface
name. For example, Nodegrid_NG2.confNodegrid_NG2.conf  is the name of a sample exported conf file
where Nodegrid is the hostname and NG2 is the name of the interface
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Manual Peer ConfigurationManual Peer Configuration

To allow a client/peer to connect to the server, create a peer using the following steps (for a full list of
options, look here):

1. Go to Network :: VPN drop-down :: Wireguard

2. Click on the Server Interface (Example: emeaemea) configuration that was created in the previous

step
3. Click on AddAdd (opens dialog).

4. Enter a PeerPeer  NameName (Example: client); this name is used to identify the client and must be a

string without spaces or special characters.
5. Provide a list of Allowed IPAllowed IP addresses or ranges (Example: 172.16.234.2/32,

172.16.10.0/24). This list is used in the default configuration to create the required routing

information. For Host-to-Host communication, the list should contain only the internal IP
address of the client. For site-to-site configurations, it should contain the remote IP network
range

6. Provide the client Public Key, Public Key, which was created during the client-side setup.
7. It is recommendedrecommended  that a KeepAliveKeepAlive value is provided. The value is in seconds and

provides a keep-alive functionality for the overlay network. The value should be between 10 -
120 sec, and the recommended value is 2525 sec.

8. Option: Provide a DescriptionDescription for the Client; this is a free text field that supports spaces and
special characters

Import Peer from Client Export FileImport Peer from Client Export File

1. Go to Network :: VPN drop-down :: Wireguard

2. Click on the Server Interface (Example: emeaemea) configuration that was created in the previous

Compleat Client-side configuration fi rstCompleat Client-side configuration fi rst

Due to the mutual exchange of Public Keys, it is recommended first to complete the Client-side
configuration and then authorize the client on the server-side

KeepAlive and HandshakeKeepAlive and Handshake

Wireguard uses a " Handshakes " concept, similar to heartbeats. Handshakes are
renewed every 2 minutes but are passive. This means handshakes are not proactively
exchanged; for this, the KeepAlive feature is used. If no handshake is available or older
than 2 minutes, this indicates a connection issue.
For this reason, it is recommended to always define a KeepAlive value.
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step.
3. Click Import PeerImport Peer (displays dialog).

4. Provide the file location, which can be located locally (Local SystemLocal System) on the server, on a
workstation (Local ComputerLocal Computer), or on a Remote Server.Remote Server.

5. In the Rename Peer field, enter a Peer Name (Example: client); this name is used to identify

the client and must be a string without spaces or special characters. If you do not provide a
Name the default name is taken from the imported file.

6. Click SaveSave.
7. After the Peer was imported, click on the newly created peer peer (Example: Client)

Update the Allowed IPAllowed IP (Example: 172.16.254.2/32, 172.16.10.0/24) configuration

and include the client's network range
Validate the KeepAliveKeepAlive setting. The value is in seconds and provides a keep-alive
functionality for the overlay network. The value should be between 10 - 120 sec, and
the recommended value is 2525 sec.

Client-Side ConfigurationClient-Side Configuration

The following configuration steps are required for each client to take part in the Wireguard
VPN/Overlay network.

Client Interface ConfigurationClient Interface Configuration

To configure a client interface, use the following steps (for a full list of options, look here):

1. Go to Network Network :: VPN VPN :: WireguardWireguard.

2. Click AddAdd.
3. Enter an Interface Name Interface Name (Example: server-sc1), this name is used for the network

interface.
4. On the Interface Type Interface Type drop-down, select one Client.Client.
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5. On  the  StatusStatus drop-down, select Enabled.Enabled.

6. Enter an Internal AddressInternal Address  (Example: 172.16.254.2/32); this IP Address is used as an internal

IP Address that is assigned to the interface..

7. Click on Generate Keypair, Generate Keypair, to create a new Private/Public RSA key pair. This key pair is

used to secure the connection. The Public key is exchanged with the server.
8. Leave other settings on default.
9. The Client configuration can be exported to a file for easy import into the server as a peer.

10. Go to NetworkNetwork  :: VPNVPN :: WireguardWireguard.

11. Select the Interface Name
12. Click Export PeerExport Peer.
13. The file is downloaded to the local download location.

Server (Peer) ConfigurationServer (Peer) Configuration

Wireguard's security is based on a mutually trusted RSA Keypair exchange, which requires
exchanging public key information in both directions. This means that every client must be
specifically allowed and trusted on the server. 

Manual Server (Peer) ConfigurationManual Server (Peer) Configuration

To allow a client/peer to connect to the server, create a peer using the following steps (for a full list of
options, look here):

1. Go to Network :: VPN drop-down :: Wireguard

2. Click on the Client Interface Client Interface (Example: server-sc1server-sc1) configuration that was created in the

previous step
3. Click on AddAdd (opens dialog).

Internal AddressInternal Address

The internal IP address assigned to the Wireguard interface is used forThe internal IP address assigned to the Wireguard interface is used for
Cluster configuration and BPG and OSP peering configurations.Cluster configuration and BPG and OSP peering configurations.
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4. Enter a PeerPeer  NameName (Example: server-sc1server-sc1); this name is used to identify the server and

must be a string without spaces or special characters.
5. Provide a list of Allowed IPAllowed IP addresses or ranges (Example:

172.16.254.1/32,10.0.0.0/16172.16.254.1/32,10.0.0.0/16). This list is used in the default configuration to create the

required routing information. For Host-to-Host communication, the list should contain only the
internal IP address of the server. For site-to-site configurations, it should contain the remote
IP network range.

6. Provide the client Public Key, Public Key, which was created during the server-side setup.
7. Provide the Public IP or FQDN of the server as  an  External Address External Address (Example: 10.1.1.210.1.1.2)

8. Provide the UDP Listening PortListening Port (Example: 90019001) on which the server is reachable.

9. It is recommended that a KeepAliveKeepAlive value of 2525 is provided. The value is in seconds and
provides a keep-alive functionality for the overlay network.

10. Option: Provide a DescriptionDescription for the Client; this is a free text field that supports spaces and
special characters

Import Peer from Server Export FileImport Peer from Server Export File

1. Go to Network :: VPN drop-down :: Wireguard

2. Click on the Client Interface (Example: Example: server-sc1server-sc1) configuration that was created in the

previous step.
3. Click Import PeerImport Peer (displays dialog).
4. Enter a Peer  NameName; this name is used to identify the client and must be a string without

spaces or special characters.
5. Provide the file location, which can be located locally (Local SystemLocal System) on the server, on a

workstation (Local ComputerLocal Computer), or a Remote Server.Remote Server.

KeepAlive and HandshakeKeepAlive and Handshake

Wireguard uses a " Handshakes " concept, similar to heartbeats. Handshakes are
renewed every 2 minutes but are passive. This means handshakes are not proactively
exchanged; for this, the KeepAlive feature is used. If no handshake is available or older
than 2 minutes, this indicates a connection issue.
For this reason, it is recommended always to define a KeepAlive value.
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6. Click SaveSave.
7. After the Peer was imported, click on the newly created peer peer (Example: server-sc1)

Update the Allowed IPAllowed IP (Example: 172.16.254.1/32, 10.0.0.0/16) configuration and

include the client's network range
Validate the KeepAliveKeepAlive setting. The value is in seconds and provides a keep-alive
functionality for the overlay network. The value should be between 10 - 120 sec, and
the recommended value is 2525 sec.

AppendixAppendix

Start TunnelStart Tunnel

1. Go to NetworkNetwork  :: VPNVPN  :: WireguardWireguard.

2. On the table, select the interface.

3. Click Start TunnelStart Tunnel (Post Up)

Stop TunnelStop Tunnel

1. Go to NetworkNetwork  :: VPNVPN  :: WireguardWireguard.

2. On the table, select the interface.

3. Click Stop TunnelStop Tunnel (Post Down).

Tunnel StatusTunnel Status

1. Go to Tracking :: Network :: Wireguard.
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2. To review peer details and identify the overlay status, click on the interface name to drill down
to the peer details.
The table will identify:

a. The Peer NamePeer Name
b. Current End Point End Point (public IP address and port number) details. This information can

dynamically change, depending on roaming information provided by the peer/client
c. The latest HandshakeHandshake timestamp. If this is older than 2 minutes or blank, this

indicates an issue with the connection; if it was recently updated, is the tunnel up and
working

d. Bytes SentBytes Sent
e. Bytes ReceivedBytes Received

Full List of Server Interface OptionsFull List of Server Interface Options
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SettingSetting ValueValue CommentComment

Interface Name network interface name
interface name must be string
without spaces or special
characters

Interface Type

Options:
Server (Default)
Client
Mesh

Status

Options:
Enabled
Disabled

Internal Address <IP Address>/<Bit Mask>
IP Address (IPv4 or IPv6) that
is assigned to the network
interface

Listening Port
UDP port on which the server
is listening for incoming
connections

Only required for Server
configuration

Private Key Private Key

Users can either auto-
generate a Private/Public
keypair, by using the
"Generate Keypair" option
(recommended),
 or manually provide a Private
Key

Public Key Public Key

Users can either auto-
generate a Private/Public
keypair, by using the
"Generate Keypair" option
(recommended),
 or manually provide a Public
Key

External Address Optional: Public IP address

This setting is only used for
Client configuration exports. It
is used to simplify the Client
Configuration

MTU <MTU size>

FwMark <FwMark>

This is an advanced option
that allows tagging of all traffic
in the kernel with a specified
FwMark. This can be used for
advanced firewall or traffic
steering options. 

Routing Rules

Options:
Create routing rules on
default routing tables
Create routing rules on
the specific routing
table
Do not create routing
rules on any routing
table

Full List of Peer OptionsFull List of Peer Options
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SettingsSettings ValueValue CommentComment

Peer Name <Peer Name>

The wireguard name used to
identify the peer must bemust be  a
string without spaces or
special characters

Allowed IPs <List of IP's and IP Ranges>

Comma-separated list of IP
addresses or IP networks,
which are allowed to arrive
from this peer or to be sent to
the peer. In the default
configuration, based on this
list are the appropriate routing
entries created

Public Key <Public Key> Public key from the client/peer

KeepAlive keep alive interval in seconds
(recommended value 2525)

description description Description

External Address <IP or FQDN>
Only Available on Client
connections

Listening Port <PORT>
Only Available on Client
connections

CLI CommandsCLI Commands

1. Add the Wireguard interface configuration details, and apply these commands:

2. Configure peers/clients:

[admin@nodegrid /]# cd /settings/wireguard/[admin@nodegrid /]# cd /settings/wireguard/

[admin@nodegrid {wireguard}]# set [admin@nodegrid {wireguard}]# set 

      interface_name=interface_name=

      listening_port=listening_port=

      public_key=public_key=

      external_address=external_address=

      interface_type=interface_type=

      mtu=mtu=

      routing_rules=routing_rules=

      fwmark=fwmark=

      internal_address=internal_address=

      private_key=private_key=

      status=status=

[admin@nodegrid {wireguard}]# commit[admin@nodegrid {wireguard}]# commit

None Copy
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FailoverFailover

Wireguard natively supports roaming; this means a client can dynamically update its end-point
information and inform the server about the updated details. This allows Nodegrid Clients to be
connected to carrier-grade NAT connections and a wide range of other standard WAN connections.
The Wireguard tunnel will also automatically follow the Nodegrid's Failover configuration without any
additional configuration.

Challenges arise in situations where both end-point details change at the same time. This can
happen in examples where, under normal circumstances, the overlay network uses the internal LAN
to connect to the server but must switch to the server's public end-point address in case the LAN
network has an outage or the server is not reachable for other reasons over the LAN.

The following script allows Nodeghrid to update the Endpoint Addresses dynamically in these
situations. The example script provides an example script for a single tunnel, but can easily
expanded for multiple tunnels by duplicating the Tunnel section.

Installation of Failover script fileInstallation of Failover script file

1. Open a console connection with the admin user
2. Enter into the root shell.

✏ 

3. Lookup the required details with wg show:

[admin@nodegrid wireguard]# cd Interface_Name/[admin@nodegrid wireguard]# cd Interface_Name/

[admin@nodegrid Server_Interface]# cd peers/[admin@nodegrid Server_Interface]# cd peers/

[admin@nodegrid peers]# add[admin@nodegrid peers]# add

[admin@nodegrid {peers}]# set [admin@nodegrid {peers}]# set 

      allowed_ips=allowed_ips=

      keepalive=keepalive=

      peer_name=peer_name=

      external_address=external_address=

      listening_port=listening_port=

      public_key=public_key=

[admin@nodegrid {peers}]# commit[admin@nodegrid {peers}]# commit

None Copy

Wireguard Tunnel Must ExistWireguard Tunnel Must Exist

It is assumed that the Wireguard tunnel was already configured and is working.

Network Fai lover Events 144 and 145Network Fai lover Events 144 and 145

The script speci fical ly uses Nodegrid Events 144 and 145, triggered in case of aThe script speci fical ly uses Nodegrid Events 144 and 145, triggered in case of a
Network Fai lover. The script can also be used wi th other Events, but the appropriateNetwork Fai lover. The script can also be used wi th other Events, but the appropriate
checks must be adopted. in the scriptchecks must be adopted. in the script

shell shell sudosudo  susu  --

Bash Copy
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✏ 

4. Navigate to:

✏ 

5. create the script file wireguard-failover.sh.

✏ 

6. copy the content into the file and adjust the following parameters:
a. tunnel_interface_1_name = Tunnel Interface Name as provided in the WebUI
b. tunnel_interface_1_peer = Peer Identifier, this is equal to the public key of the peer
c. tunnel_interface_1_endpoint = Normal Endpoint IP address and port in the format of
<IP Address>:<PORT Number>, i.e. 10.10.1.1:9001
d. tunnel_interface_1_backup= Backup Endpoint IP address and port in the format of
<IP Address>:<PORT Number>, i.e. 100.0.0.1:9001

interface: server-sc1interface: server-sc1

    public key: iqA4rDYDapgBGPPVCBvWrYF9F4qV3pIGDfniu0D8YBgpublic key: iqA4rDYDapgBGPPVCBvWrYF9F4qV3pIGDfniu0D8YBg==

    private key: private key: ((hiddenhidden))

    listening port: 54646listening port: 54646

peer: nleO4G+2YeCyk7sMqlh4sTCVqkvccmVMSRP10PukWUopeer: nleO4G+2YeCyk7sMqlh4sTCVqkvccmVMSRP10PukWUo==

    endpoint: 203.0.13.1:9001endpoint: 203.0.13.1:9001

    allowed ips: 172.16.254.1/32, 10.0.0.0/16allowed ips: 172.16.254.1/32, 10.0.0.0/16

    latest handshake: 4 seconds agolatest handshake: 4 seconds ago

    transfer: 780 B received, 1.23 KiB senttransfer: 780 B received, 1.23 KiB sent

    persistent keepalive: every 25 secondspersistent keepalive: every 25 seconds

Bash Copy

cdcd  /etc/scripts/auditing/etc/scripts/auditing

Bash Copy

vivi  wireguard-failover.shwireguard-failover.sh

Bash Copy
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Example:

#!/bin/bash#!/bin/bash

# This script is meant to dynamically change a wireguard endpoint# This script is meant to dynamically change a wireguard endpoint

# Whenever an event ocurrs, it will execute this script passing the Event# Whenever an event ocurrs, it will execute this script passing the Event

# number as the first argument plus all the arguments that this events# number as the first argument plus all the arguments that this events

# pass to SNMP TRAP. See Nodegrid-TRAP-MIB.mib to see all args for each event.# pass to SNMP TRAP. See Nodegrid-TRAP-MIB.mib to see all args for each event.

EVENT_NUMBEREVENT_NUMBER==""$1$1""  #argument 1 is always the event number#argument 1 is always the event number

LOG_FILELOG_FILE==/var/log/messages/var/log/messages

DELAYDELAY==11

###### Tunnel 1 ############# Tunnel 1 #######

# Dplicate the whole section for any additional Tunnel# Dplicate the whole section for any additional Tunnel

tunnel_interface_1_nametunnel_interface_1_name==<<Interface NameInterface Name>>

tunnel_interface_1_peertunnel_interface_1_peer==<<Peer NamePeer Name>>

tunnel_interface_1_endpointtunnel_interface_1_endpoint==<<Interface Primary Endpoint ip:portInterface Primary Endpoint ip:port>>

tunnel_interface_1_backuptunnel_interface_1_backup==<<Interface Backup Endpoint ip:portInterface Backup Endpoint ip:port>>

  

ifif  [[  ${EVENT_NUMBER}${EVENT_NUMBER}  -eq 144 -eq 144 ]];;  thenthen    

    sleepsleep  ${DELAY}${DELAY}

    wg wg setset  ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    endpointendpoint  

${tunnel_interface_1_backup}${tunnel_interface_1_backup}    

    echoecho  "Changed Wireguard Tunnel "Changed Wireguard Tunnel ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    toto  

endpoint endpoint ${tunnel_interface_1_backup}${tunnel_interface_1_backup}""  >>>>  ${LOG_FILE}${LOG_FILE}

fifi

ifif  [[  ${EVENT_NUMBER}${EVENT_NUMBER}  -eq 145 -eq 145 ]];;  thenthen

    sleepsleep  ${DELAY}${DELAY}    

    wg wg setset  ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}  endpointendpoint  

${tunnel_interface_1_endpoint}${tunnel_interface_1_endpoint}

    echoecho  "Changed Wireguard Tunnel "Changed Wireguard Tunnel ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    toto  

endpoint endpoint ${tunnel_interface_1_endpoint}${tunnel_interface_1_endpoint}""  >>>>  ${LOG_FILE}${LOG_FILE}

fifi

### END Tunnel 1 ####### END Tunnel 1 ####

Bash Copy
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save the file with `:wq`.make the file executable.

Shell
✏

7. Assign script file to Events 144 and 145
a. Open a WebUI and Navigate to Auditing :: Events :: Event List.Auditing :: Events :: Event List.
b. Navigate to Event 144.144.
c. Click the Event ID.
d. Assign the script to the Event ID.

#!/bin/bash#!/bin/bash

# This script is meant to dynamically change a wireguard endpoint# This script is meant to dynamically change a wireguard endpoint

# Whenever an event ocurrs, it will execute this script passing the Event# Whenever an event ocurrs, it will execute this script passing the Event

# number as the first argument plus all the arguments that this events# number as the first argument plus all the arguments that this events

# pass to SNMP TRAP. See Nodegrid-TRAP-MIB.mib to see all args for each event.# pass to SNMP TRAP. See Nodegrid-TRAP-MIB.mib to see all args for each event.

EVENT_NUMBEREVENT_NUMBER==""$1$1""  #argument 1 is always the event number#argument 1 is always the event number

LOG_FILELOG_FILE==/var/log/messages/var/log/messages

DELAYDELAY==11

tunnel_interface_1_nametunnel_interface_1_name==server-sc1server-sc1

tunnel_interface_1_peertunnel_interface_1_peer==nleO4G+2YeCyk7sMqlh4sTCVqkvccmVMSRP10PukWUonleO4G+2YeCyk7sMqlh4sTCVqkvccmVMSRP10PukWUo==

tunnel_interface_1_endpointtunnel_interface_1_endpoint==10.1.1.2:900110.1.1.2:9001

tunnel_interface_1_backuptunnel_interface_1_backup==203.0.13.1:9001 203.0.13.1:9001 

ifif  [[  ${EVENT_NUMBER}${EVENT_NUMBER}  -eq 144 -eq 144 ]];;  thenthen    

    sleepsleep  ${DELAY}${DELAY}    

    wg wg setset  ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    endpointendpoint  

${tunnel_interface_1_backup}${tunnel_interface_1_backup}    

    echoecho  "Changed Wireguard Tunnel "Changed Wireguard Tunnel ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    toto  

endpoint endpoint ${tunnel_interface_1_backup}${tunnel_interface_1_backup}""  >>>>  ${LOG_FILE}${LOG_FILE}

fifi

ifif  [[  ${EVENT_NUMBER}${EVENT_NUMBER}  -eq 145 -eq 145 ]];;  thenthen    

    sleepsleep  ${DELAY}${DELAY}    

    wg wg setset  ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}  endpointendpoint  

${tunnel_interface_1_endpoint}${tunnel_interface_1_endpoint}    

    echoecho  "Changed Wireguard Tunnel "Changed Wireguard Tunnel ${tunnel_interface_1_name}${tunnel_interface_1_name}  peer peer ${tunnel_interface_1_peer}${tunnel_interface_1_peer}    toto  

endpoint endpoint ${tunnel_interface_1_endpoint}${tunnel_interface_1_endpoint}""  >>>>  ${LOG_FILE}${LOG_FILE}

fifi

Bash Copy

chmodchmod  +x /etc/scripts/auditing/wireguard-failover.sh+x /etc/scripts/auditing/wireguard-failover.sh

Bash Copy
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8. Repeat with Event 145.145.
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The Nodegrid solution supports the IPsec tunnel configuration with a variety of options for host-to-host, host-

to-site, site-to-site and road warrior settings. 

The Nodegrid node is directly exposed to the Internet. It is strongly recommended the device be
secured. Built-in features include:

Firewall configuration.
Enable Fail-2-Ban.
Change all default passwords with strong passwords.
Disable services that are not required.

VPN :: IPsec tabVPN :: IPsec tab
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Authentication MethodsAuthentication Methods

Multiple authentication methods are available. Some are simple (Pre-Shared keys and RSA keys) but
with limited flexibility. Others require more initial configuration and setup which offers flexibility and
consistency.

Pre-shared KeysPre-shared Keys

Pre-shared Keys provide the simplest and least secure method to secure an IPsec connection. This
is a combination of characters that represent a secret. Both nodes must share the same secret.
Nodegrid supports pre-shared keys with a minimum length of 32 characters. The maximum length is
much higher. Due to compatibility reasons with other vendors, Nodegrid uses a 64-bit length for the
examples. The longer the pre-shared key is, the more secure it is.

RSA KeysRSA Keys

RSA Keys or Raw RSA keys are commonly used for static configurations between single or a few
hosts. The nodes are manually configured with each other’s RSA keys.

X.509 Certif icatesX.509 Certif icates

Typically, X.509 Certificate authentications are used for larger deployments with a few to many
nodes. The RSA keys of the individual nodes are signed by a central Certificate Authority (CA). The
Certificate Authority maintains the trust relationship between the nodes. As needed, specific nodes
can include revocation of trust. Nodegrid supports both public and private CA’s. As needed, the
Nodegrid Platform can host and manage its own Certificate Authority for IPsec communication.

Connection ScenariosConnection Scenarios

IPsec supports many connection scenarios, from the basic one-to-one nodes and the more complex
one-to-many nodes. Communication can be limited to the directly involved nodes. If needed,
communication can be expanded to the networks access table behind the nodes. Examples are
provided for some of the most common scenarios.

Host-to-HostHost-to-Host

OverviewOverview
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Host-to-Host communication is two nodes directly connected with a VPN tunnel. The communication
is limited to direct communication between them. None of the packages are routed or forwarded. This
is a point-to-point communication tunnel between two nodes.

Host-to-SiteHost-to-Site

With host-to-Site, one node establishes a VPN tunnel to a second node. Communication is limited on
one site to the specific node; and on the other side, limited to all devices in a range of subnet
accessible by the second node.

Site-to-SiteSite-to-Site

In site-to-site, the tunnel is established between two nodes. Communication can specify the subnet
on both sides. This allows communication between devices on either side of the connection.

Host-to-Multi-SiteHost-to-Multi-Site
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Host-to-multi-site communication is created with individual VPN connections. This is done between
hosts or with specific multi-site configurations (which greatly improves scalability). Multiple nodes can
connect to the same node. A typical use would be remote offices with a VPN connection to the main
office. This would limit communications to the one node and devices on specified subnets in the
remote locations.

Site-to-Multi-SiteSite-to-Multi-Site

Site-to-multi-site is most common for enterprise VPN setups. Similar to host-to-multi-site,
communication is allowed to the specific subnet on either side. The West node would have access to
all specified subnet on any of the sites. The remote sites only can access the subnet exposed by the
West node.

Keys and CertificatesKeys and Certificates

Keys and CertificatesKeys and Certificates

 Host to HostHost to Host Host to SiteHost to Site Site to SiteSite to Site Host to Multi-Host to Multi-
SiteSite

Site to Multi-Site to Multi-
HostHost

Pre-shared
Keys

Possible Possible Possible Possible Possible

RSA Key Recommended Recommended Recommended Possible Possible

X.509
Certificates

Recommended Recommended Recommended Recommended Recommended
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These are the general configuration steps to configure the desired connection.

1. To prepare the Nodegrid, see How to Prepare a Nodegrid Node for IPsec 
2. Ensure that one of the authentication methods is prepared:

How to create Pre-shared Keys for IPsec

How to create RSA Keys for IPsec

How to Create Certificates for IPsec

3. Create an IPsec configuration file. Configuration examples can be found here:
Pre-Shared KeysPre-Shared Keys

How to Configure IPsec Host to Host Tunnel with Pre-Shared Key
How to configure IPsec Host to Site tunnel with Pre-Shared Key

How to Configure IPsec Site to Site Tunnel with Pre-Shared Key

RSA KeysRSA Keys

How to Configure IPsec Host to Host Tunnel with RSA Keys
How to Configure IPsec Host to Site tunnel with RSA Keys

How to Configure IPsec Site to Site Tunnel with RSA Keys

Certi fi catesCerti fi cates

How to Configure IPsec Host to Host Tunnel with Certificate
How to Configure IPsec Host to Site Tunnel with Certificate

How to Configure IPsec Site to Site Tunnel with Certificate

4. As required, distribute and exchange configuration files and keys to all nodes
5. Test the connection.

For more detailed guides on how to use IPsec with the Nodegrid Platform, visit the Knowledge Base.

IPsec Configuration ProcessIPsec Configuration Process

NOTENOTE

For Production environments, it is recommended to use RSA Keys or
Certificate Authentication. For a test environment, Pre-Shared Keys are
easy to set up.
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The main table displays available tunnels. 

Add New TunnelAdd New Tunnel

1. Go to Network :: VPN drop-down :: IPsec :: Tunnel.

2. Click AddAdd (displays dialog).
 

3. Enter Name.Name.
4. On Initiate TunnelInitiate Tunnel drop-down, select one (Start, Ignore, On-Demand)
5. On IKE ProfileIKE Profile drop-down, select one (Cisco_ASA, PaloAlto, nodegrid)
6. (optional) On Custom Up/Down ScriptCustom Up/Down Script drop-down, select one (this customized script can

set configuration changes and activities, when the tunnel is up or down).
7. In Authentication Method menu, select either of the following options. 

Tunnel sub-tabTunnel sub-tab
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a. Pre-Shared KeyPre-Shared Key radio button (expands dialog). Enter SecretSecret.
b. RSA KeyRSA Key radio button (expands dialog): 

Left Publi c KeyLeft Publi c Key

Right Publi c KeyRight Publi c Key

Generate Left Publi c KeyGenerate Left Publi c Key

c. Certi fi cate: Certi fi cate: Allows you to set up a tunnel using certificates as the authentication

method. This involves using certificates configured under the Security Security ::
CertificatesCertificates page.

i. Left CertificateLeft Certificate: Choose the necessary certificate for the sides that are
connected to your tunnel.

ii. Right CertificateRight Certificate: Select a value when you intend to establish a side-to-side
configuration with up to two nodes. In cases where there are more than two
nodes, you should not enter any value into this field.

8. In the Local menu, enter:

a. Left IDLeft ID
b. Left AddressLeft Address  drop-down, select one (selection depends on the system configuration)
c. Left Source IP AddressLeft Source IP Address
d. Left SubnetLeft Subnet

9. In the Remote menu, enter:

a. Right IDRight ID
b. Right AddressRight Address
c. Right Source IP AddressRight Source IP Address
d. Right SubnetRight Subnet

10. (optional) In the Monitoring menu, select Enable Monitoring Enable Monitoring checkbox (expands dialog). 
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a. Source IP AddressSource IP Address (ping from)
Destination IP AddressDestination IP Address  (ping to)
Number of RetriesNumber of Retries (pings before triggering Action)
Interval (seconds)Interval (seconds) (time between retries)

b. On Action Action drop-down, select one (if the tunnel does not respond):
Restart IPsecRestart IPsec (to resolve issues with key negotiation)
Restart TunnelRestart Tunnel (to resolve issues with key negotiation)
FailoverFailover (fails over to another IPsec tunnel) (expands dialog). On IPsecIPsec
TunnelTunnel drop-down, select one. 

11. (optional) In Virtual Tunnel Interface menu, select Enable Virtual TunnelEnable Virtual Tunnel

a. InterfaceInterface checkbox (expands dialog), enter details:
b. MarkMark
c. AddressAddress
d. InterfaceInterface
e. Automatically create VTI routesAutomatically create VTI routes checkbox
f. Share VTI with other connectionsShare VTI with other connections checkbox

12. Click SaveSave.

Edit TunnelEdit Tunnel

Page: 325 of 610  



1. Go to Network :: VPN drop-down :: IPsec :: Tunnel.

2. In the Name column, click a name (displays dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete TunnelDelete Tunnel

1. Go to Network :: VPN drop-down :: IPsec :: Tunnel.

2. In the table, select checkbox of tunnel to delete.
3. Click DeleteDelete.

Start TunnelStart Tunnel

1. Go to Network :: VPN drop-down :: IPsec :: Tunnel.

2. In the table, select checkbox of tunnel to start.
3. Click Start TunnelStart Tunnel.

Stop TunnelStop Tunnel

1. Go to Network :: VPN drop-down :: IPsec :: Tunnel.

2. In the table, select checkbox of tunnel to stop.
3. Click Stop TunnelStop Tunnel.
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IKE Profiles are managed on this page. 

Add New ProfileAdd New Profile

1. Go to Network :: VPN drop-down :: IPsec :: IKE Profile.

2. Click AddAdd (displays dialog). 

3. Enter Profi le NameProfi le Name .

4. On IKE VersionIKE Version drop-down, select one (IKEv1, IKEv2) (modifies Phase 1 selection).

If IKEv1 selection, on ModeMode drop-down, select one (Aggressive, Main). 

IKE Profile sub-tabIKE Profile sub-tab
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If IKEv2 selection: 

On EncryptionEncryption drop-down, select one (3DES, AES, AES192, AES256, AES-
CBC, AES-CBC192, AES-CBC256, AES-CTR, AES-CTR192, AES-CTR256,
AES-GCM, AES-GCM192, AES-GCM256).
On AuthenticationAuthentication drop-down, select one (SHA1, SHA256, SHA384,
SHA512, MD5).
On Diffie-Hellman GroupDiffie-Hellman Group drop-down, select one (Group 2, 5, 14, 15, 16, 17,
18, 19, 20, 21, 31).
Enter Lifetime (sec)Lifetime (sec) value.

5. Phase 2 menu, Authentication Protocol Authentication Protocol drop-down, select one (ESP, AH).

If ESP selection, On Encryption, select from left-side panel, click AddAdd► to move to

right-side panel. To remove from right-side panel, select, and click ◄RemoveRemove. 

Page: 328 of 610  



If AH selection, On Authentication, select from left-side panel, click AddAdd► to move to

right-side panel. To remove from right-side panel, select, and click ◄RemoveRemove. 

6. On Advanced Settings menu, if Enable Dead Peer Detection Enable Dead Peer Detection checkbox selected: 
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a. Select Enter number of retriesEnter number of retries checkbox
b. Enter Interval (sec)Interval (sec)
c. On ActionAction drop-down, select one (hold, clear, restart)
d. Enter MTUMTU
e. Enter Custom ParametersCustom Parameters (comma separated)

7. Click SaveSave.

Edit ProfileEdit Profile

1. Go to Network :: VPN drop-down :: IPsec :: IKE Profile.

2. Locate and click on the Profile Name.
3. Modify details, as needed.
4. Click SaveSave.

Delete ProfileDelete Profile

1. Go to Network :: VPN drop-down :: IPsec :: IKE Profile.

2. Click the checkbox next to the profile to delete.
3. Click DeleteDelete.
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Global settings are available here. 

Edit Global OptionsEdit Global Options

1. Go to Network :: VPN drop-down :: IPsec :: Global.

a. Select Enable V i rtual Tunnel InterfaceEnable V i rtual Tunnel Interface checkbox

b. Select Enable Logging Enable Logging checkbox

2. Click SaveSave

.

Global sub-tabGlobal sub-tab
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Nodegrid supports a wide variety of SSL configuration options. The System can act as either SSL
client or SSL server, as needed by the customer configuration and security requirements. 

VPN :: SSL VPN tabVPN :: SSL VPN tab
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The VPN client configuration settings are generally used for failover scenarios. This is when a main
secure connection fails over to a less secure connection type. The VPN tunnel is used to secure
traffic. When the Nodegrid device is configured as an VPN client, it is bound to a network interface
(optional) and the VPN tunnel is automatically established when the bounded interface starts.
Multiple client configurations can be added that support different connection and interface details.

Add ClientAdd Client

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. Click AddAdd (displays dialog). 

a. Enter NameName
b. On Network ConnectionNetwork Connection drop-down, select one (None, ETH0, ETH1, hotspot)

3. In Remote Server menu, select one:

Single GatewaySingle Gatewayradio button, enter details:
Gateway IP AddressGateway IP Address
Gateway PortGateway Port (default: 1194)
Connection ProtocolConnection Protocol drop-down, select one (UDP, TCP)

Client sub-tabClient sub-tab

NOTENOTE

Depending on the configuration, multiple files are required and must be available in the
/etc/openvpn/CA folder.
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Multiple GatewayMultiple Gateway radio button (expands dialog) 

GatewaysGateways (comma separated).

4. Enter details:
a. Tunnel MTUTunnel MTU (MTU size for tunnel interface) (default: 1500)
b. Use LZO data compress AlgorithmUse LZO data compress Algorithm checkbox
c. Ignore obtained default gatewayIgnore obtained default gateway checkbox
d. HMAC/Message Digest AlgHMAC/Message Digest Alg  drop-down, select one
e. Cipher AlgCipher Alg  drop-down, select one

5. On Authentication Method drop-down, select one.

TLSTLSselection
TLS Authentication KeyTLS Authentication Key drop-down, select one
TLS Authentication DirectionTLS Authentication Direction drop-down, select one
CA CertificateCA Certificate drop-down, select one
Client CertificateClient Certificate drop-down, select one
Client Private KeyClient Private Key drop-down, select one

Static KeyStatic Keyselection:
Secret Secret drop-down, select one
Local Endpoint (Local IP)Local Endpoint (Local IP)
Remote Endpoint (Remote IP)Remote Endpoint (Remote IP)

PasswordPasswordselection:
UsernameUsername
PasswordPassword
CA Certificate CA Certificate drop-down, select one.

Password plus TLSPassword plus TLSselection:
UsernameUsername
PasswordPassword
TLS Authentication KeyTLS Authentication Key drop-down, select one
TLS Authentication DirectionTLS Authentication Direction drop-down, select one
CA CertificateCA Certificate drop-down, select one
Client CertificateClient Certificate drop-down, select one
Client Private KeyClient Private Key drop-down, select one

6. Click SaveSave.

Edit ClientEdit Client

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. On Subnet/Netmask column, click a name.

3. Make changes, as needed.
4. Click SaveSave.
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Delete ClientDelete Client

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. Select checkbox to be deleted.
3. Click DeleteDelete.

Start Client VPNStart Client VPN

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. Select checkbox next to client to be started.
3. Click Start VPNStart VPN.

Stop Client VPNStop Client VPN

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. Select checkbox next to client to be stopped.
3. Click Stop VPNStop VPN.

Import OVPNImport OVPN

1. Go to Network :: VPN drop-down :: SSL VPN :: Client.

2. Click Import OVPNImport OVPN (displays dialog). 

a. Enter NameName
b. On Network ConnectionNetwork Connection drop-down, select one (NONE, ETH0, ETH1, hotspot)

3. In OVPN File menu, select one

Local ComputerLocal Computer radio button (expands dialog), click Choose F i leChoose F i le. Locate and select the

file.

Local SystemLocal System radio button (expands dialog). On OVPN fi lenameOVPN fi lename drop-down, select one.

Remote ServerRemote Server radio button (expands dialog), enter details:
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Enter URLURL (URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and PasswordPassword
  (optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name checkbox.

4. Click SaveSave.
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Nodegrid can be configured as a VPN server. By default, this is disabled. Depending on the
configuration, multiple files are required and must be available in the /etc/openvpn/CA folder. 

Configure SSL VPN Server DetailsConfigure SSL VPN Server Details

1. Go to Network :: VPN drop-down :: VPN :: Server.

2. On Status Status drop-down, select one (after configuration as a VPN server, must be enabled).
EnabledEnabled

DisabledDisabled (default)

3. Enter details:
a. Listen IP addressListen IP address (if defined, server only responds to client requests coming in this

interface)
b. Listen Port numberListen Port number (listening port for incoming connections - default: 1194)
c. ProtocolProtocol drop-down, select one (UDP, TCP, UDP IPv6, TCP IPv6)
d. Tunnel MTU Tunnel MTU (default: 1500)
e. Number of Concurrent TunnelsNumber of Concurrent Tunnels (default: 256)

4. On Authentication Method menu, enter details (different fields are displayed according to

selection).
a. TLSTLSselection:

CA CertificateCA Certificate drop-down, select one
Server CertificateServer Certificate drop-down, select one
Server Key Server Key drop-down, select one
Diffie HellmanDiffie Hellman drop-down, select one

b. Static KeyStatic Keyselection:
SecretSecret drop-down, select one

Server sub-tabServer sub-tab
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Diffie HellmanDiffie Hellman drop-down, select one

c. PasswordPasswordselection:
CA CertificateCA Certificate drop-down, select one
Server CertificateServer Certificate drop-down, select one
Server Key Server Key drop-down, select one
Diffie HellmanDiffie Hellman drop-down, select one

d. Password plus TLSPassword plus TLSselection:
CA CertificateCA Certificate drop-down, select one
Server CertificateServer Certificate drop-down, select one
Server Key Server Key drop-down, select one
Diffie HellmanDiffie Hellman drop-down, select one

5. On IP Address menu (display changes based on selection) this configures IP address

settings for the tunnel:
a. NetworkNetworkradio button:

IPv4 TunnelIPv4 Tunnel (NetAddr/Netmask)
IPv6 TunnelIPv6 Tunnel (NetAddr/Netmask)

b. Point to PointPoint to Pointradio button:
Local EndpointLocal Endpoint (Local IP)
Remote EndpointRemote Endpoint (Remote IP)

c. Point To Point IPv6Point To Point IPv6radio button:
Local EndpointLocal Endpoint (Local IPv6)
Remote EndpointRemote Endpoint (Remote IPv6)

6. Enter details:
a. HMAC/Message DigestHMAC/Message Digest drop-down (select HMAC connection algorithm)
b. CipherCipher drop-down (select connection cipher algorithm)
c. Min TLS versionMin TLS version drop-down, select one (None, TLS 1.0, TLS 1.1, TLS 1.2, TLS

1.3)
d. Use LZO data compress AlgorithmUse LZO data compress Algorithm checkbox (all tunnel traffic is compressed)
e. Redirect Gateway (Force all client generated traffic through the tunnel)Redirect Gateway (Force all client generated traffic through the tunnel)

checkbox (all traffic from client is forced through the tunnel).

7. Click SaveSave.

Edit VPN Server DetailsEdit VPN Server Details

1. Go to Network :: VPN drop-down :: VPN :: Server.

2. Make modifications, as needed.
3. Click SaveSave.
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When the device is configured and started as a VPN server, this page provides an overview of the
general server status and connected clients. 

Server Status sub-tabServer Status sub-tab
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This section provides detailed instructions to set up SSL VPN on Nodegrid, enabling secure remote
access. Follow the steps below to generate the required certificates and configure the VPN server
and client.

Configuring Nodegrid as a VPN server
Configuring Nodegrid as a VPN Client
Testing the VPN Connection
Checking the server Status

Configuring Nodegrid as a VPN ServerConfiguring Nodegrid as a VPN Server

Pre-requisites Pre-requisites 

Before you begin configuring a VPN using SSL, ensure that you meet the following pre-requisites:

You have the requiered certificates (CA, Client, and server)
Place the CA, Server, and Client certificates in the correct location

Copy the required files to the following location on the server: /etc/openvpn/CA/

In the case of TLS authentication, copy the tls-auth.key file to the /etc/openvpn/CA/ location
Copy the ca.crt file to the Nodegrid client:

Configuring Nodegrid as a VPN ServerConfiguring Nodegrid as a VPN Server
Once you have the required server certificates placed in the /etc/openvpn/CA/  location,,   perform the

following actions to configure Nodegrid as a VPN server:

1. Login to the Nodegrid Web UI.
2. Go to Network :: SSL VPN.

3. Click the ServeServer tab.

Setting Up SSL VPN on NodegridSetting Up SSL VPN on Nodegrid

scp keysscp keys//caca..crt admincrt admin@@192.168192.168.1.1.2.2

ActionScript Copy
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Configure the following details: 
a. Status: Status: From the drop-down list select enabled to enable the VPN server.
b. Listen IP address: Listen IP address: The IP address the VPN server listens to for incoming

connections. Specify the IP address that the server will use to accept VPN
connections.

4. Listen Port number: Listen Port number: The port number on which the VPN server listens for incoming
connections. The Default is 1194 for OpenVPN. If you change the port number, ensure you
also configure the same one for the client.

5. Protocol: Protocol: The protocol used for VPN communication. To make your connection more secure,
recommend using TCP.

6. Tunnel MTU: Tunnel MTU: 1500:1500: The maximum transmission unit (MTU) size for the VPN tunnel. This
defines the largest packet size transmitted over the VPN tunnel.

7. Number of Concurrent Tunnels: Number of Concurrent Tunnels: 256:256: The maximum number of concurrent VPN
connections the server can handle.

8. Authentication Method: Authentication Method: Select one of the Authentication Method. If you have placed your
files correctly in the requiered location, the following fields are populated.

a. Password:Password:
i. CA Certificate: CA Certificate: The certificate authority (CA) certificate validates the server

and client certificates.
ii. Server Certificate: Server Certificate: The certificate used to authenticate the VPN server to

the clients
iii. Server Key: Server Key: The private key corresponding to the server certificate. This key

should be kept secure and not shared.
iv. Diffie Hellman: Diffie Hellman: The Diffie-Hellman parameters used for key exchange.

These parameters help establish a secure connection.

b. TLS:TLS:TLS (Transport Layer Security) is a common choice for secure communication. 
i. CA Certificate: CA Certificate: From the drop-down list select the requiered CA certificate.

  The certificate authority (CA) certificate validates the server and client
certificates.

ii. Server Certificate: Server Certificate: The certificate used to authenticate the VPN server to
the clients. From the drop-down list select the requiered Server certificate. 

iii. Server Key: Server Key: The private key corresponding to the server certificate. This key
should be kept secure and not shared.

iv. Diffie Hellman: Diffie Hellman: The Diffie-Hellman parameters used for key exchange.
These parameters help establish a secure connection.

c. Static keyStatic key: 
i. Select Static Key from the Authentication drop-down list.
ii. Select secret from the drop-down list.
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iii. Select the  Diffie Hellman Diffie Hellman from the list. . The Diffie-Hellman parameters are
used for key exchange. These parameters help establish a secure connection.

9. IP Addr: IP Addr: The IP address assigned to the VPN server within the VPN network.

a. Network: Network: The network settings for the VPN server, including IPv4 and IPv6
configurations.

i. IPv4 Tunnel (NetAddr Netmask): IPv4 Tunnel (NetAddr Netmask): The network address and netmask for
the IPv4 VPN tunnel. This defines the range of IP addresses used for the
VPN tunnel.

ii. IPv6 Tunnel (NetAddr/ Bitmask): IPv6 Tunnel (NetAddr/ Bitmask): The network address and bitmask for
the IPv6 VPN tunnel. This defines the range of IPv6 addresses used for the
VPN tunnel.

b. Point-to-Point:Point-to-Point: The configuration for point-to-point connections within the VPN. This

setting specifies the IP addresses for direct connections between VPN endpoints.

c. Point-to-Point IPv6: Point-to-Point IPv6: The configuration for point-to-point IPv6 connections within
the VPN. This setting specifies the IPv6 addresses for direct connections between
VPN endpoints.

10. HMAC/Message Digest: HMAC/Message Digest: Select the requiered algorithm from the drop-down list. 
11. Cipher: Cipher: BF-CBC:BF-CBC: Select the requiered encryption algorithm for securing the VPN traffic.
12. Min TLS version: Min TLS version: The minimum version of TLS required for the connection. NoneNone indicates

no minimum version, specifying a version can enhance security.
13. Use LZO data compress Algorithm: Use LZO data compress Algorithm: Option to enable or disable LZO compression for the

VPN data. Compression can improve performance but may have an impact on security.
14. Redirect Gateway (Force all client-generated traffic through the tunnel): Redirect Gateway (Force all client-generated traffic through the tunnel): Enabling

this option forces all client traffic to be routed through the VPN tunnel, providing a higher level
of privacy and security by routing all traffic through the VPN server.

15. Click Save.Save.

Your server is now successfully configured. 

Once you establish Nodegrid as a server, you can configure any other Nodegrid as a client to
connect to the server using the steps mentioned in the next section. Once the client is configured,
you can see the details of the connected clients in the Server StatusServer Status tab.

Server StatusServer Status

Once your server is configured, you can go to the Server:: Status tab, to see the clients that are

connected to the server:

Common NameCommon Name: The identifier or name assigned to the VPN client or user. This is extracted
from the client’s certificate and is used to uniquely identify each VPN client in the server's
logs and configuration.
Real AddressReal Address : The IP address from which the VPN client connects. This is the public IP
address assigned to the client by their ISP, and it is visible to the VPN server.
Virtual AddressVirtual Address : The IP address assigned to the VPN client within the VPN network. This
address is used for communication within the VPN tunnel and is part of the virtual private
network’s IP range.
Bytes ReceivedBytes Received: The total amount of data (in bytes) that the VPN client has received from
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the VPN server. This metric helps monitor the data usage and traffic flow from the server to
the client.
Bytes Sent:Bytes Sent: The total amount of data (in bytes) that the VPN client has sent to the VPN
server. This metric helps monitor the data usage and traffic flow from the client to the server.
Connected SinceConnected Since: The timestamp indicates when the VPN client established the current
connection with the VPN server. This information helps track the duration of the client’s
session and can be useful for troubleshooting and monitoring purposes.

Configuring Nodegrid as a ClientConfiguring Nodegrid as a Client

You can configure Nodegrid as a Client, using either of the following methods:

Adding a new client configuration
Importing a client configuration

When you configure Nodegrid as a client, you need the CA, client, and server certificate for
authentication. Ensure that the required certificate and keys are placed in the correct location before
beginning the configuration:

Adding a New Client ConfigurationAdding a New Client Configuration

Perform the following actions to configure Nodegrid as a Client. 

1. NameName: The name assigned to this VPN configuration. This can be used to identify and
manage multiple VPN configurations.

2. Network Connection: Network Connection: Select ETHO ETHO from the drop-down list.
3. Remote ServerRemote Server: The remote server configuration details for the VPN connection.
4. Single GatewaySingle Gateway: Indicates that the VPN connection will use a single gateway for connecting

to the remote server.
a. Gateway IP AddressGateway IP Address : The IP address of the remote VPN server's gateway.
b. Gateway PortGateway Port: The port number on which the remote VPN server is listening. The

default is 1194 for OpenVPN. Select the same port that you selected while configuring
a server.

c. Connection ProtocolConnection Protocol: Select TCP to make your connection more secure.

5. Multiple GatewaysMultiple Gateways: Indicates that the VPN connection can use multiple gateways for
connecting to the remote server. This can provide redundancy and load balancing. 

6. Tunnel MTUTunnel MTU: The maximum transmission unit (MTU) size for the VPN tunnel. This defines
the largest packet size transmitted over the VPN tunnel.

7. Use the LZO data compress AlgorithmUse the LZO data compress Algorithm: Option to enable or disable LZO compression for
the VPN data. Compression can improve performance but may have an impact on security.

8. Ignore the obtained default gatewayIgnore the obtained default gateway: If enabled, the client will ignore the default gateway
obtained from the VPN server, allowing the use of a different gateway.

9. HMAC/Message Digest AlgHMAC/Message Digest Alg : SHA256: The hash algorithm used for HMAC (Hash-based
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Message Authentication Code) to ensure data integrity. SHA256 provides a strong level of
security.

10. Cipher Alg: Cipher Alg: AES-128-CFB: The encryption algorithm used for securing the VPN traffic. AES-
128-CFB (Advanced Encryption Standard with 128-bit key in Cipher Feedback mode) is a
common and secure choice.

11. Authentication Method:Authentication Method: 
a. TLS: TLS: The method used for authenticating the VPN client. TLS (Transport Layer

Security) is a common choice for secure communication.
i. TLS Authentication KeyTLS Authentication Key: none: The key used for additional authentication

via TLS. NoneNone indicates that no specific key is set, though specifying a key
can enhance security.

ii. TLS Authentication DirectionTLS Authentication Direction: The direction of TLS authentication. This
indicates whether the key is used for incoming (1) or outgoing (0)
authentication.

iii. CA CertificateCA Certificate: The certificate authority (CA) certificate validates the server
and client certificates.

iv. Client CertificateClient Certificate: The certificate used to authenticate the VPN client to the
server

v. Client Private Key: The private key corresponding to the client certificate. This
key should be kept secure and not shared.

b. Static KeyStatic Key: 
i. SecretSecret: The pre-shared static key is used to authenticate the VPN client and

server. Select the key from the drop-down list.
ii. Local Endpoint (Local IP)Local Endpoint (Local IP): The local IP address assigned to the VPN

interface on the client side. This IP address is used within the VPN network to
identify the local endpoint of the VPN connection.

iii. Remote Endpoint (Remote IP)Remote Endpoint (Remote IP): The remote IP address is assigned to the
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VPN interface on the server side. This IP address is used within the VPN
network to identify the remote endpoint of the VPN connection.

c. Password: Password: Enter the following details:
i. UsernameUsername: The username used for authenticating the VPN client. This is

typically provided by the VPN administrator and is required for connecting to
the VPN server.

ii. PasswordPassword: The password associated with the username for authenticating
the VPN client. This should be kept secure and not shared with others.

iii. CA CertificateCA Certificate: The certificate authority (CA) certificate is used to validate
the server certificate. This ensures that the VPN client connects to a trusted
server, preventing man-in-the-middle attacks.

12. Password plus TLSPassword plus TLS: This method uses both a username and password for authentication
and TLS (Transport Layer Security) for secure communication. This adds an extra layer of
security by combining both types of authentication. 

a. Username:Username: The username used for authenticating the VPN client. This is typically
provided by the VPN administrator and is required for connecting to the VPN server.

b. PasswordPassword: The password associated with the username used for authenticating the
VPN client. This should be kept secure and not shared with others.

c. TLS Authentication KeyTLS Authentication Key: The key used for additional authentication via TLS.
"None" indicates that no specific key is set, though specifying a key can enhance
security by ensuring that the client and server use the same pre-shared key for the
TLS handshake.

d. TLS Authentication DirectionTLS Authentication Direction: The direction of TLS authentication. This typically
indicates whether the key is used for incoming (1) or outgoing (0) authenticationauthentication.
Setting this ensures proper use of the TLS authentication key.

e. CA CertificateCA Certificate: The certificate authority (CA) certificate is used to validate the server
certificate. This ensures that the VPN client is connecting to a trusted server,
preventing man-in-the-middle attacks.

f. Client CertificateClient Certificate: The certificate used to authenticate the VPN client to the server.
This certificate is issued by the CA and is required for establishing a secure TLS
connection.

g. Client Private KeyClient Private Key: The private key corresponding to the client certificate. This key
should be kept secure and not shared with others. It is used to establish the client's
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identity and enable encrypted communication.

Importing OVPN Client ConfigurationImporting OVPN Client Configuration

Before you begin to import the OVPN configuration, ensure that you have the requiered ovpn file and
place it in the requiered location. You can request the ovpn file from the IT administrator. 

1. Go to Network :: VPN :: SSL VPN :: Client.

2. Click Import OVPNImport OVPN (displays dialog). 

a. Enter Name.Name.
b. On Network ConnectionNetwork Connection drop-down, select one (NONE, ETH0, ETH1, hotspot).

3. In OVPN File menu, select one

Local ComputerLocal Computer radio button (expands dialog), click Choose F i leChoose F i le. Locate and select the

file.

Local SystemLocal System radio button (expands dialog). On OVPN fi lenameOVPN fi lename drop-down, select one.

Remote Server Remote Server radio button (expands dialog), enter details:
Enter URL: URL: URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and PasswordPassword
(optional) Select The path in url to be used as the absolute path nameThe path in url to be used as the absolute path name
checkbox.

4. Click SaveSave.
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Testing the VPN connection as a ClientTesting the VPN connection as a Client

Once you configure the Client, you can test whether the connection is working.

1. Log in as a root user on the client machine from the CLI. This ensures you have the
necessary permissions to run network commands and check the VPN connection.

2. Ping the server using the following command:  ping <IP address of the server> Replace <IP
address of the server> with the actual IP address of your VPN server. Example:

3. This step verifies that the client can reach the VPN server over the network.
4. Once the connection is verified, check if the VPN tunnel is established by pinging through the

tunnel interface:

5. This command specifies the tunnel interface (typically tun0) and the internal IP address
assigned within the VPN. Example: Replace 10.100.0.1 with the actual internal IP address of
the VPN server or another client within the VPN network.

ping ping 192.168192.168.1.1.1.1

ActionScript Copy

ping ping --II  tun0 tun0 10.10010.100.0.0.1.1

ActionScript Copy
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In this section, users can configure, create, and delete devices. The Nodegrid Platform supports
devices connected through a serial, USB, or network connection. 

Managed Devices SectionManaged Devices Section
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Supported ProtocolsSupported Protocols

These protocols are currently supported for network-based devices:

Telnet
SSH
HTTP/S
IPMI variations
SNMP

Devices are managed with multiple options (enable, create, add). These can be done manually or
automatically with Discovery.

When a managed device is added in the System, one license is pulled from the License Pool. Each
unit is shipped with enough perpetual licenses for all physical ports. Additional licenses can be added
to a unit to manage additional devices.

If licenses expire or are deleted from the system, the status of any device that exceeds the total
licenses is changed to “Unlicensed”. The System maintains information on unlicensed devices but
are only shown on Access :: Table. Licensed devices are listed and available for access and

management. On the Managed Devices page (upper right), total licenses, total in-use licenses, and

total available licenses are shown.

Device TypesDevice Types

These managed device types are supported:

Console connections that utilize RS-232 protocol.
Nodegrid Console Servers
Nodegrid Net Services Routers

Service Processor Devices that use:
IPMI 1.5
IPMI 2.0
HP iLO
Oracle/SUN iLOM
IBM IMM
Dell DRAC
Dell iDRAC
Intel BMC
Open BMC (available in v5.8+)

Console Server connections that utilize SSH protocol
Console Server connections that utilize:

Vertiv ACS Classic family
Vertiv ACS6000 family
Lantronix Console Server family
Opengear Console Server family

General InformationGeneral Information
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Digi Console Server family
Nodegrid Console Server family

KVM (Keyboard, Video, Mouse) Switches that utilize:
Vertiv DSR family
Vertiv MPU family
Atem Enterprise KVM family
Raritan KVM family
ZPE Systems KVM module

Rack PDUs from:
APC
CPI
Cyberpower
Baytech
Eaton
Enconnex
Vertiv (PM3000 and MPH2)
Raritan
Ritttal
Servertech
Austin Hughes

Cisco UCS
Netapp
Infrabox
Virtual Machine sessions from:

VMWare
 KVM

Sensors (auto-detected)
ZPE Systems Temperature and Humidity Sensor

EdgeCore Access Points (auto-detected) 
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These are all actions that can be performed on this page.

Additionaly, you can click the device name link to rename a device. The NameName field is editable and
allows you to rename the device. Click SaveSave to save the changes.

Devices tabDevices tab
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When a device is added, the Add dialog is modified by the Type Type selection.

Service Processor DevicesService Processor Devices

The Nodegrid Platform supports multiple IPMI-based Service Processors (IPMI 1.5, IMPI 2.0, Hewlett
Packard ILO's, Oracle/SUN iLOM's, IBM IMM's, Dell DRAC and iDRAC).

To manage these devices, Nodegrid requires a valid network connection to each device. This can be
without dedicated network interface on Nodegrid, or through an existing network connection.

These features are available:

Serial Over LAN (SOL)
Web Interface
KVM sessions
Virtual Media
Data Logging
Event Logging
Power Control (through Rack PDU)

Some features might not be available, depending on the Service Processor's capabilities.

For console access via SOL, on the server make sure to enable BIOS console redirect and OS
console redirect (typically for Linux OS).

SwitchSwitch

(available v5.8+)

This provides switch port details: Interface Type, Admin Status, and Link Status. When added, Auto-
Discovery will identify the ports.

Supported switches:

switch_edgecore
switch_zpe

InfraboxInfrabox

Smart Access Control is supported for Rack's solution appliances (Infrabox) from InfraSolution.
Communication requires SNMP to be configured.

These features are available:

Door Control
Web Session

Device Type SelectionsDevice Type Selections

NOTENOTE

If NSR-16USB-OCP-EXPN card is added, it is automatically recognized when device is booted.
(available v5.8+)
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Power Control through Rack PDU

NetappNetapp

Netapp appliances are supported through their management interfaces. These features are
available:

Console Session
Data Logging
Event Logging
Power Control through Netapp appliance
Web Session
Custom Commands
Power Control through Rack PDU

Cisco UCSCisco UCS

Management of Cisco UCS is supported through Console Ports, as well as management interfaces.
These features are available:

Console Session
Logging
Event Logging
Power Control through Cisco UCS appliance
Web Session
Custom Commands

Devices with SSHDevices with SSH

Management of devices through SSH is supported. These features are available:

Console Session
Data Logging
Custom Commands
Web Sessions
Power Control through Rack PDU

Third-Party Console ServersThird-Party Console Servers

Multiple third-party Console Servers from different vendors are supported (including consoles from
Avocent and Servertech). These can be added to allow connected targets to be directly connected to
a Nodegrid device. 

This is a two-step process. First, the third party unit is added to the Nodegrid Platform. Then all
enabled ports are added to the Nodegrid Platform.

These features are available:

Console Session
Data Logging
Custom Commands
Web Sessions
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Power Control through Rack PDU

Rack PDUsRack PDUs

Multiple third-party Rack PDUs from different vendors are supported (including products from APC,
Avocent, Baytech, CPI, Cyberpower, Eaton, Enconnex, Geist, Liebert, Raritan, Rittal, and
Servertech). When these devices are added to the Nodegrid Platform, users can connect to the Rack
PDU and control the power outlets (only if supported by the Rack PDU). Outlets can be associated
to specific devices, allowing direct control of specific power outlets for this device.

These features are available:

Console Sessions
Data Logging
Custom Commands
Web Sessions
Power Control of outlets

The Power Control feature needs to be supported by the Rack PDU. Check the Rack PDU manual to
determine if this feature is available on a specific model.

Rack PDUs include (other PDUs may be available on the list):

pdu_apc
pdu_baytech
pdu_digital_loggers (v5.6+)
pdu_eaton
pdu_mph2
pdu_pm3000
pdu_cpi_serial (must be physically connected via serial port or USB) (available v5.6+)
pdu_raritan
pdu_geist
pdu_servertech
pdu_enconnex
pdu_cyberpower
pdu_rittal
pdu_tripplite

KVM SwitchesKVM Switches

Multiple third party KVM switches are supported (including those from Avocent and Raritan). When
added, the switches act as if directly connected. 

This is a two-step process, First, the third-party KVM switch is added to the Nodegrid Platform. Then
all enabled ports are added.

These features are available:

NOTENOTE

By default, Nodegrid communicates with the Rack PDU with SSH/telnet. The reaction time is
typically very slow. If possible, use SNMP to communicate with the Rack PDU.
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KVM Session
Web Sessions
Power Control through Rack PDU

On the AddAdd dialog, make sure these two settings are selected:

End PointEnd Point, select ApplianceAppliance  radio button.

End PointEnd Point, select KVM PortKVM Port radio button.
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Add DeviceAdd Device

1. Go to Managed Devices :: Devices.

2. Click AddAdd (displays dialog). 

3. Enter NameName.
4. In the Type Type drop-down, select one.

Service Processor devices (ilo, imm, drac, drac6, idrac7, ilom, ipmi_1.5, ipmi_2.0,
intel_bmc, openbmc)
IP AddressIP Address  (reachable by the Nodegrid Platform)

Manage DevicesManage Devices
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Switch devices (switch_edgecore)
IP AddressIP Address  (reachable by the Nodegrid Platform)
Infrabox devices (infrabox)
IP AddressIP Address  (reachable by the Nodegrid Platform)
Netapp devices (netapp)
IP AddressIP Address  (reachable by the Nodegrid Platform)
Cisco UCS Blade devices (cimc_ucs)
IP AddressIP Address  (reachable by the Nodegrid Platform)
ChassisChassisIDID
Blade IDBlade ID
Virtual Console KVM devices (virtual_console_kvm)
IP AddressIP Address  (reachable by the Nodegrid Platform)
PortPort
Console Server devices (console_server_nodegrid, console_server_acs,
console_server_acs6000, console_server_lantronix, console_server_opengear,
console_server_digicp, console_server_raritan, console_server_perle)
IP AddressIP Address  (reachable by the Nodegrid Platform)
PortPort
PDU devices (pdu_apc, pdu_baytech, pdu_digital_logger, pdu_eaton, pdu_mph2,
pdu_pm3000, pdu_cpi, pdu_raritan, pdu_geist, pdu_servertech, pdu_enconnex,
pdu_cyberpower, pdu_rittal)
IP AddressIP Address  (reachable by the Nodegrid Platform)
KVM Virtual Machine devices (virtual_console_kvm)
NameName (must match the hypervisor name)
IP AddressIP Address  (reachable by the Nodegrid Platform)
KVM devices (kvm_dsr, kvm_mpu, kvm_aten, kvm_raritan)
IP AddressIP Address  (reachable by the Nodegrid Platform)

5. Address LocationAddress Location (a valid address for the device location).
Coordinates (Lat, Lon)Coordinates (Lat, Lon) (if GPS is available, click CompassCompass icon) or manually enter GPS
coordinates.

6. Web URLWeb URL
Launch URL via HTML5Launch URL via HTML5 checkbox (expands options). In Method menu, select one: 

Internet BrowserInternet Browser radio button
Browser Extension ForwarderBrowser Extension Forwarder radio button (read note) 

7. UsernameUsername
In the Credential menu, select one:

Set Now radio button. Enter the Password and Confirm the Password.Set Now radio button. Enter the Password and Confirm the Password.
Ask During Login radio button (user credentials are entered during login).Ask During Login radio button (user credentials are entered during login).
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8. Select checkboxes, as needed:
a. Allow Pre-shared SSH KeyAllow Pre-shared SSH Key checkbox.
b. Enable device state detection based on network traffic (icmp)Enable device state detection based on network traffic (icmp) checkbox
c. Enable Hostname DetectionEnable Hostname Detection checkbox
d. MultisessionMultisession checkbox
e. Read-Write MultisessionRead-Write Multisession checkbox
f. Enable Send BreakEnable Send Break checkbox

9. Select IconSelect Icon. On the pop-up dialog, select an icon. 

10. ModeMode drop-down, select one (Enabled, On-demand, Disabled).
11. On the Expiration menu, select one:

a. ModeMode drop-down, select one (Enabled, On-demand, Disabled).
b. Expirationmenu, select one:

i. NeverNever radio button
ii. DateDate radio button. Enter Date (YYYY-MM-DD)Date (YYYY-MM-DD)
iii. DaysDays radio button. Enter DurationDuration.

12. On Type Type drop-down:
a. If openbmcopenbmc is selected, the FRU menu displays (below the Expiration menu). 

b. In the FRU menu, select one:

Side Plane BoardSide Plane Board radio button

NOTENOTE

The OpenBMC platform contains various Field Replaceable Units (FRUs) like
Side Plane Board (spb), OCP Mezzanine Card, and four 1S server boards.
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Server BoardServer Board radio button (expands dialog). For Slot NumberSlot Number, specify which 1 of 4
1S server boards to control.

c. If console_server_xxxconsole_server_xxx is selected, the Endpoint menu displays (below the

Expiration menu).

From the End Point menu, select one:

ApplianceAppliance radio button, enter Port NumberPort Number
Serial PortSerial Port radio button, enter Port NumberPort Number
USB PortUSB Port radio button (if available), enter Port NumberPort Number
KVM PortKVM Port radio button, enter Port NumberPort Number

13. In the End Point menu, select one (not available for service processors, virtual consoles);

a. ApplianceAppliance radio button, enter Port NumberPort Number
b. Serial PortSerial Port radio button, enter Port NumberPort Number
c. USB PortUSB Port radio button (if available), enter Port NumberPort Number
d. KVM PortKVM Port radio button, enter Port NumberPort Number

14. In the Inbound Access menu:

a. Skip Authentication to access device (NONE authentication)Skip Authentication to access device (NONE authentication)  checkbox (if

unselected, enter the following details).

Escape SequenceEscape Sequence (prefix for Console commands – i.e., “^Ec.” to close Console)

Power Control KeyPower Control Key (Power Control menu for the device displays)

b. Show Text InformationShow Text Information checkbox

c.  Enable IP  A lias Enable IP  A lias checkbox (expands dialog) 

IP  AddressIP Address

InterfaceInterface  drop-down, select one (eth0, eth1, loopback, loopback1)

Browser ActionBrowser Action drop-down, select one (console, web)

d. Allow Telnet ProtocolA llow Telnet Protocol checkbox, enter TCP Socket PortTCP Socket Port

e. Allow B inary SocketA llow B inary Socket checkbox, enter TCP Socket PortTCP Socket Port

f. (optional) Enable Second IP  A liasEnable Second IP  A lias  checkbox

IP AddressIP Address

InterfaceInterface  drop-down, select one (eth0, eth1, loopback, loopback1)

Browser ActionBrowser Action drop-down, select one (console, web)

g. Allow Telnet ProtocolAllow Telnet Protocol checkbox, enter, enter TCP Socket PortTCP Socket Port
h. Allow Binary SocketAllow Binary Socket checkbox, enter TCP Socket PortTCP Socket Port
i. Allow SSH protocolAllow SSH protocol checkbox, enter SSH PortSSH Port
j. At this location: 

NOTENOTE

Depending on the selection of the console server, the ExpirationExpiration and EndEnd
PointPoint radio button selections can change.
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Allow Telnet ProtocolAllow Telnet Protocol. checkbox, enter TCP Socket PortTCP Socket Port
Allow Binary SocketAllow Binary Socket checkbox, enter TCP Socket PortTCP Socket Port

15. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices.
2. Use the add command to create a new device.
3. Use the set command to define the following settings, and save the changes with commit.

Configure Rack PDUConfigure Rack PDU

This process requires two steps:

Add the PDU device. See Add Device.

Configure the PDU with the procedure below.

1. Go to Managed Devices :: Devices.

2. Locate and click the NameName of the newly added Rack PDU.
3. On the CommandsCommands tab, Command column, click OutletsOutlets.

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# add[admin@nodegrid devices]# add

[admin@nodegrid {devices}]# set name=IPMI[admin@nodegrid {devices}]# set name=IPMI

[admin@nodegrid {devices}]# set type=ipmi_2.0[admin@nodegrid {devices}]# set type=ipmi_2.0

[admin@nodegrid {devices}]# set ip_address=192.168.10.11[admin@nodegrid {devices}]# set ip_address=192.168.10.11

[admin@nodegrid {devices}]# set credential=ask_during_login[admin@nodegrid {devices}]# set credential=ask_during_login

oror

[admin@nodegrid {devices}]# set credential=set_now[admin@nodegrid {devices}]# set credential=set_now

[admin@nodegrid {devices}]# set username=admin password=admin[admin@nodegrid {devices}]# set username=admin password=admin

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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4. On the Outlet dialog, ProtocolProtocol drop-down, select SNMPSNMP.

5. Click SaveSave.
6. On the ManagementManagement tab, in the SNMP menu, update values to match the Rack PDU

settings (see manufacturer’s manual).

7. Click SaveSave.
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The Rack PDU Outlets are automatically discovered (may need a few minutes, depending on the
Rack PDU).

CLI ProcedureCLI Procedure

1. Go to /settings/devices/<device name>/commands/outlet.
2. Change the protocol to SNMP.
3. Go to /settings/devices/<device name>/management.
4. Enable SNMP and select the desired SNMP version and details.
5. Save the changes with commit.

The Rack PDU Outlets are automatically discovered (may need a few minutes, depending on the
Rack PDU).

Edit DeviceEdit Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate device and select checkbox.

3. Click Edit Edit (displays dialog).

NOTENOTE

Use SNMP settings to provide read and write access. Read-Only credentials can not
control power outlets.

NOTENOTE

Use SNMP settings to provide read and write access. Read-Only credentials can not
control power outlets.

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# add[admin@nodegrid devices]# add

[admin@nodegrid {devices}]# set name=Rack_PDU[admin@nodegrid {devices}]# set name=Rack_PDU

[admin@nodegrid {devices}]# set type=pdu_servertech[admin@nodegrid {devices}]# set type=pdu_servertech

[admin@nodegrid {devices}]# set ip_address=192.168.2.39[admin@nodegrid {devices}]# set ip_address=192.168.2.39

[admin@nodegrid {devices}]# set credential=ask_during_login[admin@nodegrid {devices}]# set credential=ask_during_login

oror

[admin@nodegrid {devices}]# set credential=set_now[admin@nodegrid {devices}]# set credential=set_now

[admin@nodegrid {devices}]# set username=admin password=admin[admin@nodegrid {devices}]# set username=admin password=admin

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

[admin@nodegrid /]# cd /settings/devices/Rack_PDU/commands/outlet[admin@nodegrid /]# cd /settings/devices/Rack_PDU/commands/outlet

[admin@nodegrid outlet]# set protocol=snmp[admin@nodegrid outlet]# set protocol=snmp

[admin@nodegrid outlet]# cd /settings/devices/Rack_PDU/management/[admin@nodegrid outlet]# cd /settings/devices/Rack_PDU/management/

[admin@nodegrid management]# set snmp=yes[admin@nodegrid management]# set snmp=yes

[+admin@nodegrid management]# snmp_version = v2[+admin@nodegrid management]# snmp_version = v2

[+admin@nodegrid management]# snmp_commmunity = private[+admin@nodegrid management]# snmp_commmunity = private

[+admin@nodegrid management]# commit[+admin@nodegrid management]# commit

None Copy
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4. Make changes, as needed.
5. Click SaveSave.

Delete DeviceDelete Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate the device and select the checkbox.

3. Click DeleteDelete.
4. On the Confirmation dialog, click OKOK.

Managing devices individuallyManaging devices individually

1. Go to Managed Devices :: Devices. All the devices are listed on this page.

2. Click the link to any device.

3.  You can update any device configuration. For example, rename a device by overwriting a
new name in the Name field.

NOTENOTE

If the device type is USB OCP, this additional field displays. Modify OCP CommandOCP Command
KeyKey as needed. (available in v5.8+)
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4. Once you make changes the SaveSave button becomes active. Click SaveSave to save the changes.
5. The ReturnReturn button takes you back to the Devices tab page where all the devices are listed. 
6. Click Info, Info, and the user is directed to AccessAccess   :: Table:: Table     to view the device description and

additionally perform the actions as described in the TableTabTableTab  section.

Launching the Local Application fieldLaunching the Local Application field

The ConsoleConsole drop-down list is visible only when you enable the Launch Local ApplicationLaunch Local Application  for the
selected device. You can select the Launch Local Application option when you want to launch the local ssh

or telnet instead of opening a new browser tab to handle the connection.

To enable the ConsoleConsole  option and Launch Local Appli cationLaunch Local Appli cation, perform the following actions :

1. Go to Managed Devices> DevicesManaged Devices> Devices, and select the required device from the list.
2. Go to the CommandsCommands tab.
3. Select the Launch Local ApplicationLaunch Local Application  field.
4. Click  SaveSave.
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Rename DeviceRename Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate the device and select the checkbox.

3. Click RenameRename (displays dialog). Enter New NameNew Name. 

4. Click SaveSave.

Clone DeviceClone Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate the device and select the checkbox.

3. Click CloneClone (displays dialog). 

4. Enter NameName.
5. In Copy configuration to Local Serial Devices section:
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Select from the left-side panel, click AddAdd► to move to the right-side panel.

To remove from the right-side panel, select, and click ◄RemoveRemove .

6. Click SaveSave.

Enable DeviceEnable Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate the device and select the checkbox.

3. Click EnableEnable.

Disable DeviceDisable Device

1. Go to Managed Devices :: Devices.

2. In the Name column, locate device and select checkbox.

3. Click DisableDisable.

Set Device to On-DemandSet Device to On-Demand

1. Go to Managed Devices :: Devices.

2. In the Name column, locate device and select checkbox.

3. Click On-DemandOn-Demand.

Set Device as DefaultSet Device as Default

1. Go to Managed Devices :: Devices.

2. In the Name column, locate device and select checkbox.

3. Click DefaultDefault.

Run Bounce DTRRun Bounce DTR

This puts the DTR and RTS pins DOWN – waits 500ms, then put those pins UP.

1. Go to Managed Devices :: Devices.

2. In the Name column, locate device and select checkbox.

3. Click Bounce DTRBounce DTR.

Configure Chatsworth (CPI) eConnect PDU Configure Chatsworth (CPI) eConnect PDU 

(available in v5.6+)

This unit must be physically connected to a serial port or USB port of a Nodegrid device. This PDU
can merge IT devices to PDU outlets for more intuitive power control. Console access is included.
Activities are recorded on the serial data log. Features include Outlet Auto Discovery and Outlet
Control (Power On, Off, Cycle, Status).

WARNINGWARNING

This restores the selected device back to the original factory settings.
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1. Go to Managed Devices :: Devices.

2. Click on the serial device the PDU is connected.
a. On TypeType drop-down, select pdu_cpi_serialpdu_cpi_serial
b. Enter UsernameUsername.
c. Enter PasswordPassword and Confirm PasswordConfirm Password
d. (as needed) Review and adjust serial configuration details (Baud RateBaud Rate, ParityParity, etc.)

3. Click SaveSave.

Auto DiscoveryAuto Discovery

Auto-Discovery automatically detects the CPI PDU. The CPI PDU details are available in device's
OutletsOutlets sub-tab.

If not automatically discovered, check here.

1. Go to Auto-Discovery :: Discover Now.

2. Select PDU serial device namePDU serial device name checkbox.
3. Click Discover NowDiscover Now.
4. To confirm, go to Access :: Table.

5. Click on the PDU serial device namePDU serial device name and check the Discovered Outlets in the table.

Merged OutletsMerged Outlets

To see merged outlets.

1. Go to Managed Devices :: Devices :: <device name> :: Commands.

2. Review Merged panel details (this example shows eConnect PDU attached with two

devices).

NOTENOTE

Console + CLI should be available on the PDU device - find your model in the CPI QuickCPI Quick
ReferenceReference.
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Each device in the Managed Devices :: Devices table are individually configured. To gain access to

a device's settings, locate it in the table, and click the NameName. This displays the individual device
settings in sub-tabs: AccessAccess, ManagementManagement, LoggingLogging, Custom FieldsCustom Fields, CommandsCommands.

In the procedures, the path is shown as:
Go to Device Management :: Devices :: <device name> :: <sub-tab>.

Alternately, select the checkbox next to the device name and click EditEdit.

Configure Individual Device SettingsConfigure Individual Device Settings
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The Nodegrid Platform supports RS-232 Serial connections with the available Serial and USB
interfaces. Ports are automatically detected and shown in the Devices menu. To provide access to
the device, each port needs to be enabled and configured.

Before configuring the Nodegrid port, check the device manufacturer’s console port settings. Most
devices use default port settings: 9600,8,N,1

The Nodegrid Console Server S Series supports advanced auto-detection. This simplifies
configuration with automatic detection of the cable pinout (Legacy and Cisco) and connection speed.

Configure Device TypeConfigure Device Type

This is a general description of the procedure. Based on type of device, the details will change.
Details provided here is the serial port configuration.

1. Go to Managed Devices :: Devices :: <device name> :: Access. 

Access sub-tabAccess sub-tab
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2. Configure location details:
a. Address LocationAddress Location (can use CompassCompass icon)
b. CoordinatesCoordinates
c. Web URLWeb URL
d. Launch URL via HTML5Launch URL via HTML5 checkbox (default: enabled)
e. Allow Pre-shared SSH KeyAllow Pre-shared SSH Key checkbox

3. Configure port settings:
a. Baud RateBaud Rate drop-down, select one (speed matching device settings) or (Auto, 9600,

19200, 38400, 57600, 115200).
b. ParityParity drop-down, select one (None-default, Odd, Even).
c. Flow ControlFlow Control drop-down, select one (None-default, Software, Hardware).
d. Data BitsData Bits drop-down, select one (5,6,7,8-default).
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e. Stop BitsStop Bits drop-down, select one (1-default, 2).
f. RS-232 signal for device state detectionRS-232 signal for device state detection drop-down, select one (Auto, DCD,

CTS, None).

4. Set Serial settings:
a. Enable device state detection based in data flowEnable device state detection based in data flow checkbox
b. Enable Hostname DetectionEnable Hostname Detection checkbox
c. MultisessionMultisession checkbox (several users can access the same device at the same time,

and see the same output. First user has read-write access, others have read-only.)
d. Read-Write MultisessionRead-Write Multisession checkbox (if enabled, all connected users have read-write

access to the session)
e. Enable Serial Port Settings via Escape SequenceEnable Serial Port Settings via Escape Sequence checkbox
f. (optional) Select Enable Send BreakEnable Send Break (configured per device. Not available on:

usb_kvm, usb_sensor, usb_device, local_serial). If selected, enter a new BreakBreak
Sequence Sequence (sent via SSH console session).

g. If selected device is USB, this flag is shown: (available in v5.8+) 
Select Automatically map connected devices to Virtual MachineAutomatically map connected devices to Virtual Machine
checkbox (expands dialog), enter Virtual Machine nameVirtual Machine name.

h. On Select IconSelect Icon pop-up, select an icon.

i. On ModeMode  drop-down, select one (Enabled, On-Demand, Disabled).

5. In the Expiration menu, select a radio button: NeverNever, Expiration DateExpiration Date or ExpirationExpiration

Days Days and provide an appropriate value.

a. Date (YYYY-MM-DD)Date (YYYY-MM-DD) Device available until the specified date. After that date, set to
Disabled mode. Admin user has 10 days to take action. After 10 days, the device and
its data are removed from the system.

b. DaysDays (between 1 and 9999999999) If no update on the device’s configuration after
specified days, device and data is removed from the System (similar to a timeout).

6. In Inbound Access menu, enter details:

a. Skip authentication to access device (NONE authentication)Skip authentication to access device (NONE authentication) checkbox (displays

dialog).

NOTENOTE

With VM devices, both Date and Days are synced with the ESXi Servers where the VMs
are constantly being added, moved, and deleted, or if the Nodegrid managed device
license becomes available.
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Skip in SSH sessionsSkip in SSH sessions checkbox (default: enabled)

 Skip in Telnet sessionsSkip in Telnet sessions checkbox (default: enabled)

 Skip in Raw sessionsSkip in Raw sessions checkbox (default: enabled)

 Skip in Web sessionsSkip in Web sessions checkbox (default: enabled)

b. Escape SequenceEscape Sequence (default: ^Ec – Ctrl+Shift+E+c)

c. Power Control KeyPower Control Key (default: ^O – Ctrl+Shift+O)

d. Show Text InformationShow Text Information checkbox

7. Select Enable IP AliasEnable IP Alias  checkbox (user can connect to a device with IP addresses). 

a. Enter IP Address.IP Address.
b. On InterfaceInterface drop-down, select one (backplane0, eth0, loopback).
c. On Browser ActionBrowser Action  drop-down, select one (console, web).
d. Select Allow Telnet ProtocolAllow Telnet Protocol checkbox. Enter TCP Socket PortTCP Socket Port (default: 23).

e. Select Allow Binary SocketAllow Binary Socket checkbox. Enter TCP Socket Port. TCP Socket Port. 

f. Select Allow SSH protocol Allow SSH protocol checkbox. Enter SSH Port. SSH Port. 

g. Select Allow Telnet protocolAllow Telnet protocol checkbox. Enter Telnet Port. Telnet Port. 

h. Select Allow Binary Socket Allow Binary Socket checkbox. Enter TCP Socket Port. TCP Socket Port. 

8. Select Enable Second IP Alias Enable Second IP Alias checkbox (same dialog as Enable IP Alias)Enable IP Alias) .
9. Click  Save.Save.
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CLI ProcedureCLI Procedure

This example provides some of the configurations provided above.

1. Go to /settings/devices
2. Use the edit command with the port name to change the port configuration. Multiple ports can

be defined.
3. Use the show command to display current values.
4. Use the set command for:

baud_rate (set to the correct speed matching device settings or to Auto)
parity (None (default), Odd, or Even)
flow_control (None (default), Software, Hardware)
data_bits (5, 6, 7, 8 (default))
stop_bits (1)
rs-232_signal_for_device_state_detection (DCD (default), None, CTS)
mode (Enabled, On-Demand, Disabled)

5. Use the commit command to change the settings.
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Configure USB ModeConfigure USB Mode

1. To confirm the USB card supports USB Passthrough, go to System :: Slots . Check the Add-

ons column for an entry: Power ControlPower Control. 

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# edit ttyS2[admin@nodegrid devices]# edit ttyS2

[admin@nodegrid {devices}]# show[admin@nodegrid {devices}]# show

name: ttyS2name: ttyS2

type: local_serialtype: local_serial

address_location =address_location =

coordinates =coordinates =

web_url =web_url =

launch_url_via_html5 = yeslaunch_url_via_html5 = yes

baud_rate = 9600baud_rate = 9600

parity = Noneparity = None

flow_control = Noneflow_control = None

data_bits = 8data_bits = 8

stop_bits = 1stop_bits = 1

rs-232_signal_for_device_state_detection = DCDrs-232_signal_for_device_state_detection = DCD

enable_device_state_detection_based_in_data_flow = noenable_device_state_detection_based_in_data_flow = no

enable_hostname_detection = noenable_hostname_detection = no

multisession = yesmultisession = yes

read-write_multisession = noread-write_multisession = no

icon = terminal.pngicon = terminal.png

mode = disabledmode = disabled

skip_authentication_to_access_device = noskip_authentication_to_access_device = no

escape_sequence = ^Ecescape_sequence = ^Ec

power_control_key = ^Opower_control_key = ^O

show_text_information = yesshow_text_information = yes

enable_ip_alias = noenable_ip_alias = no

enable_second_ip_alias = noenable_second_ip_alias = no

allow_SSH_protocol = yesallow_SSH_protocol = yes

SSH_port =SSH_port =

allow_telnet_protocol = yesallow_telnet_protocol = yes

telnet_port = 7002telnet_port = 7002

allow_binary_socket = noallow_binary_socket = no

data_logging = nodata_logging = no

[admin@nodegrid {devices}]# set mode=enabled baud_rate=Auto[admin@nodegrid {devices}]# set mode=enabled baud_rate=Auto

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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2. Go to Managed Devices :: Devices.

3. On the list, locate the USB and click the NameName (displays dialog).
4. On the AccessAccess tab, USB Mode menu, select one: 

HostHost radio button (expands dialog), Initial StateInitial State drop-down, select one (On, Off,
Last State)

PassthroughPassthrough radio button (expands dialog). 

5. Click SaveSave.

Configure SSH Key AuthenticationConfigure SSH Key Authentication

For added security, devices can be configured to authenticate via SSH keys. When enabled, SSH is
connected with key pairs (user does not require password).

NOTENOTE

The device with an internal USB serial adapter provides the power for the
adapter. Power control setting does not affect power to the USB.

NOTENOTE

When a device’s Passthrough mode is enabled, its peer is also set to
Passthrough mode.

NOTENOTE

Not all devices support this feature.
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1. Go to Managed Devices :: Devices :: <device name> :: Access.

2. Select Allow Pre-shared SSH KeyAllow Pre-shared SSH Key checkbox.
3. Click SaveSave.
4. The SSH KeysSSH Keys button displays next to the SaveSave and ReturnReturn buttons. 

5. Click SSH KeysSSH Keys (expands dialog). 
6. On SSH Key TypeSSH Key Type drop-down, select one (ECDSA 521, ECDSA 384, ECDSA 256, ED25519, DSA

1024, RSA 4096, RSA 2048, RSA 1024).

7. Click Generate Key PairGenerate Key Pair. 

8. In Public Key Installation menu, enter details:

a. IP AddressIP Address  (default: %IP)
b. PortPort (default: 22)
c. UsernameUsername (default: %USER)
d. On Passport Use menu (select one)

Use Same as AccessUse Same as Access  radio button

Use Speci fi cUse Speci fi c radio button (expands dialog), enter PasswordPassword  and Confi rmConfi rm

Password. Password. 
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9. Send Public Key Send Public Key (sends key to the device). On a connection to a Managed Device with
Pre-shared SSH Key enabled, username is still required. If the device fails to authenticate, at
the prompt, enter the password. If an error message displays, resolve and click again.

10. Click ReturnReturn (goes back to the AccessAccess sub-tab view).

Enable Launch URL with Chrome Forwarder extensionEnable Launch URL with Chrome Forwarder extension

(Chrome browser only) This requires Chrome Forwarder extension. This reduces resource usage by
redirecting to a web server. This provides the same behavior as the HTML5 frame. The device’s
interface can be viewed in full-screen mode rather than a windowed frame.

Install Chrome Forwarder Extension and ActivateInstall Chrome Forwarder Extension and Activate

1. Open Google Chrome and go to https://chrome.google.com/webstore/detail/nodegrid-web-
access-exten/cmcpkbfnablakhllgdmbhkedpoengpik

2. Click Add to ChromeAdd to Chrome.
3. When the extension is installed, go to Managed Devices :: Devices :: <device name> ::

Access.

4. Select Launch URL via ForwarderLaunch URL via Forwarder checkbox.
5. Click SaveSave.

NOTENOTE

Not all devices support the Send Public KeySend Public Key feature. If not, manually copy the PublicPublic
SSH KeySSH Key textbox contents to the device.
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Configure Management of DeviceConfigure Management of Device

1. Go to Managed Devices :: Devices :: <device name> :: Management.

2. On Device menu, NameName is read-only.

3. On Monitoring menu, select NominalNominal checkbox (expands dialog). 

a. Enter Name.Name.

b. On  TypeType drop-down, select one (Power, Apparent Power, Current, Voltage,

Frequency, etc.).
c. Enter Value.Value.

d. Enter Interval (s)Interval (s) (default: 120).

4. In the Scripts menu, select an available script for the appropriate device status drop-down

list: Copy the scripts to /etc/scripts/access /etc/scripts/access folder before assignment to a device status
condition. Each script must be executable with user privileges. The customer or a
professional services provider can create the custom script.

a. Run on Session StartRun on Session Start drop-down, select one

b. Run on Session StopRun on Session Stop drop-down, select one

c. Run on Device UpRun on Device Up drop-down, select one

d. Run on Device Down Run on Device Down drop-down, select one

5. Click SaveSave.

Configure Discovery (Appliances only)Configure Discovery (Appliances only)

Management sub-tabManagement sub-tab
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This configures the discovery process for the Appliance (i.e., Console Server).

1. Go to Managed Devices :: Devices :: <device name> :: Management.

2. Scroll to Discovery menu, enter details: 

a. Select Discovery PortsDiscovery Ports checkbox.
b. Enter Set Interval (minutes).Set Interval (minutes).

3. In Discovered Name menu, select one:

a. Inheri t from ApplianceInheri t from Appliance  radio button

b. Use Pattern Use Pattern radio button
c. (optional) Purge Disabled End Point PortsPurge Disabled End Point Ports checkbox (expands dialog). In

Action menu, select one:

Disable PortsDisable Ports radio button
Remove PortsRemove Ports radio button

4. Click SaveSave.
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Data logs capture all session information sent and received from a device. This feature is available to
log all text-based sessions (serial or SSH-based).

Data Logging and Event Logging can be configured to collect information and create event
notifications, based on custom scripts triggered by events. Defined alert strings (simple text match or
regular expression pattern) are evaluated against the data source stream (during data collection).
Events are generated for each match.

For data log events, copy scripts to the /etc/scripts/datalog folder. For event logs, copy scripts to

/etc/scripts/events folder. Each script must be executable with user privileges.

Enable Data Logging and Triggered AlertsEnable Data Logging and Triggered Alerts

Session data is recorded even if no user is connected. System messages are logged when pushed
to console sessions. Location of data logs (local or remote) is based on Auditing settings.

1. Go to Managed Devices :: Devices :: <device name> :: Logging.

2. Select Data LoggingData Logging checkbox (expands dialog). Select Enable data logging alertsEnable data logging alerts
checkbox.

3. Select Enable data logging alerts Enable data logging alerts checkbox (expands dialog).

Logging sub-tabLogging sub-tab

NOTENOTE

Custom scripts can be created by the customer or a professional services provider.
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a. Enter Data String 1Data String 1 (that triggers alert).
b. On Data Script 1Data Script 1 drop-down, select a script that executes on occurrence.

4. Repeat for additional triggers.
5. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices/<device name>/logging
2. Use the set command to change the data_logging value to yes.
3. Use the set command to change the enable_data_logging_alerts value to yes.
4. Define for data_string_1 string or regular expression which will be matched against the data

stream.
5. Define for data_script_1 an available script in case a custom script should be executed.
6. If needed, repeat for data_string_2 and data_script_2.
7. Save the changes with commit

Enable Event Logging and Triggered AlertsEnable Event Logging and Triggered Alerts

[admin@nodegrid /]# /settings/devices/Device_Console_Serial/logging/[admin@nodegrid /]# /settings/devices/Device_Console_Serial/logging/

[admin@nodegrid /]#set data_logging=yes[admin@nodegrid /]#set data_logging=yes

[+admin@nodegrid logging]#set enable_data_logging_alerts=yes[+admin@nodegrid logging]#set enable_data_logging_alerts=yes

[+admin@nodegrid logging]#set data_string_1="String"[+admin@nodegrid logging]#set data_string_1="String"

[+admin@nodegrid logging]#set data_script_1=ShutdownDevice_sample.sh[+admin@nodegrid logging]#set data_script_1=ShutdownDevice_sample.sh

[+admin@nodegrid logging]#commit[+admin@nodegrid logging]#commit

None Copy
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This feature logs events for Service Processor and IPMI sessions. When enabled, the System
collects Service Processor Event Log data. The type of collected data depends on the Service
Process functions and configuration.

The settings control the interval of collected information (# = 1-999, and time = minutes-hour).
Location of data logs (local or remote) is based on Auditing section settings.

1. Go to Managed Devices :: Devices :: <device name> :: Logging. 

2. Event LoggingEvent Logging checkbox (expands dialog). 

3. Enable Event Logging Alerts Enable Event Logging Alerts checkbox (expands dialog). 

a. Enter Event String 1Event String 1 (that triggers alert)

NOTENOTE

If Event Logging does not appear on the LoggingLogging sub-tab, it is not available on the selected
device.
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b. Select Event Script 1Event Script 1 drop-down, select one

c. Repeat for additional triggers.

4. Adjust Event Log FrequencyEvent Log Frequency (1-9999)
5. On Event Log UnitEvent Log Unit drop-down, select one (hours, minutes).
6. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices/<device name>/logging
2. Use the set command to change the event_logging value to yes
3. Use the set command to adjust event_log_frequency and event_log_unit as needed:

event_log_frequency range from 1 – 9999
event_log_unit options hours or minutes

4. Use the set command to change the enable_event_logging_alerts value to yes
5. For event_string_1, define the text string or regular expression (to be matched against the

data stream).
6. For event_script_1 define an available script (if a custom script should be executed).
7. As needed, define event_string_2 and event_script_2.
8. Save the changes with commit

[admin@nodegrid /]# /settings/devices/ipmi/logging/[admin@nodegrid /]# /settings/devices/ipmi/logging/

[admin@nodegrid /]#set event_logging=yes[admin@nodegrid /]#set event_logging=yes

[+admin@nodegrid logging]#set event_log_frequency=1[+admin@nodegrid logging]#set event_log_frequency=1

[+admin@nodegrid logging]#set event_log_unit=hours[+admin@nodegrid logging]#set event_log_unit=hours

[+admin@nodegrid logging]#set enable_event_logging_alerts=yes[+admin@nodegrid logging]#set enable_event_logging_alerts=yes

[+admin@nodegrid logging]#set event_string_1="String"[+admin@nodegrid logging]#set event_string_1="String"

[+admin@nodegrid logging]#set event_script_1=PowerCycleDevice_sample.sh[+admin@nodegrid logging]#set event_script_1=PowerCycleDevice_sample.sh

[+admin@nodegrid logging]#commit[+admin@nodegrid logging]#commit

None Copy
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Each device type has a collection of commands to access device of that type. Generally, the default
configuration is sufficient and is the recommended option. 

As needed, admin users can:

Disable or change existing commands.
Enable any (by default) disabled commands.
Assign custom commands to a device.
Remove access to specific commands from certain users or groups (with user and group
authorization).

Changes to the default command settings affect all users and require careful consideration.

Commands available depend on the device type. For example, the KVM command (enable Service
Processor KVM session support) is only available to Service Processor devices. The Outlet
command is available to all device types.

Custom Commands can be created with custom scripts, for all device types. Custom Commands can
support for a wide range of different functions (such as additional session options and specific
custom device tasks).

Add Custom FieldAdd Custom Field

1. Go to Managed Devices :: Devices :: <device name> :: Custom Fields.

2. Click AddAdd (displays dialog). 

a. Enter Field NameField Name.
b. Enter Field ValueField Value.

3. Click SaveSave.

Custom Fields sub-tabCustom Fields sub-tab

NOTENOTE

Custom scripts can be created by the customer or a professional services provider.
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Edit Custom FieldEdit Custom Field

1. Go to Managed Devices :: Devices :: <device name> :: Custom Fields.

2. Locate the custom field and select the checkbox.
3. Click EditEdit (displays dialog).
4. Edit the Field ValueField Value, as needed.
5. Click SaveSave.

Delete Custom FieldDelete Custom Field

1. Go to Managed Devices :: Devices :: <device name> :: Custom Fields.

2. Locate the custom field and select the checkbox.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.
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While Custom Commands can be executed through the WebUI and CLI, feedback and output of
Custom Commands is only available on the CLI and not on the WebUI.

About Custom ScriptsAbout Custom Scripts

Custom scripts required the following conditions:

Written in Python
“Command label” must match a function within the script
Located in /etc/scripts/custom_commands

Custom script exampleCustom script example

Create CommandsCreate Commands

This integrates Out-of-Band and Console-like configurations with the In-Band command.

This can create specific types of commands:

Custom
Outlet
SSH
Telnet
Web

Create Custom CommandCreate Custom Command

Commands sub-tabCommands sub-tab
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1. Copy the custom script into /etc/scripts/custom_commands.

2. Go to Managed Devices :: Devices :: <device name> :: Commands.

3. Click AddAdd.
4. In Command Command drop-down, select Custom CommandsCustom Commands. 

5. Select EnabledEnabled  checkbox.

6. In Custom Commands menu:

a. On Script Script drop-down, select one.

b. Select Enabled Enabled checkbox.

c. Enter Comment Label Comment Label (short description).

7. Repeat, as needed.
8. Click SaveSave.

Create Outlet CommandCreate Outlet Command

1. Copy the custom script into /etc/scripts/custom_commands.

2. Go to Managed Devices :: Devices :: <device name> :: Commands.

3. Click AddAdd.
4. In Command Command drop-down, select OutletOutlet.
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5. Select EnabledEnabled  checkbox.

6. To add, select in PDUPDU textbox, click AddAdd (moves to Merged Merged textbox). 
7. To remove, select in MergedMerged textbox, click RemoveRemove (moves to PDU PDU textbox).
8. Set Cycle Interval (s)Cycle Interval (s) (default: 3).
9. Click SaveSave.

Create SSH CommandCreate SSH Command

1. Copy the custom script into /etc/scripts/custom_commands.

2. Go to Managed Devices :: Devices :: <device name> :: Commands.

3. Click AddAdd.
4. In Command Command drop-down, select SSHSSH. 

5. Select EnabledEnabled checkbox.
6. Select Launch Local ApplicationLaunch Local Application .
7. In SSH menu, enter:

a. UserUser
b. IP AddressIP Address
c. Port NumberPort Number (default: 22)

8. Click SaveSave.
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Create Telnet CommandCreate Telnet Command

1. Copy the custom script into /etc/scripts/custom_commands.

2. Go to Managed Devices :: Devices :: <device name> :: Commands.

3. Click AddAdd.
4. In Command Command drop-down, select TelnetTelnet. 

5. Select EnabledEnabled. checkbox.
6. Select Launch Local ApplicationLaunch Local Application .
7. In Telnet menu, enter:

a. UserUser
b. IP AddressIP Address
c. Port NumberPort Number (default: 22)

8. Click SaveSave.

Create Web CommandCreate Web Command

1. Copy the custom script into /etc/scripts/custom_commands.

2. Go to Managed Devices :: Devices :: <device name> :: Commands.

3. Click AddAdd.
4. In Command Command drop-down, select WebWeb. 

a. Select EnabledEnabled.
b. Enter WEB URLWEB URL

5. Click SaveSave.

Device Access via RDPDevice Access via RDP

1. Go to Managed Devices :: Devices :: <device name> :: Commands.

2. Click AddAdd (displays dialog).
3. In CommandCommand drop-down, select KVMKVM. 
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a. Select EnabledEnabled checkbox.
b. On ProtocolProtocol drop-down, select one.
c. On Type ExtensionType Extension drop-down, select one.

4. Click SaveSave.
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Switch Port tabSwitch Port tab

When you add a Switch, like other devices it is listed on the Managed DevicesManaged Devices :: DevicesDevices page.
When you click the name link, the Switch PortSwitch Port tab appears next to the CommandCommand tab. This tab is
displayed only when the device family is Switch. On this tab you can view the port related details as
shown in the following image:

You can view the following details related to a switch:

Chain positionChain position: if the switch is connected to other switches
SwitchSwitch: Indicates the Switch ID
PortPort: Number of switch ports
NameName: Name of the switch port
DevicesDevices: The devices connected to the switch port

Switch Port tabSwitch Port tab
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On this page, an admin can create and manage a device-based tree structure. This can be
configured for specific organizational or physical structure layouts. Groups may also be used to
aggregate monitoring values like a rack or room level.

Views tabViews tab
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This displays the tree structure. On first opening, the root locations are shown.

View Tree BranchesView Tree Branches

1. Click the right arrow icon to display the next branch level.
2. If further branch levels are available, expand the branch.
3. To contract the branch, click the down arrow icon.

Add a Branch ItemAdd a Branch Item

1. Go to Managed Devices :: Views :: Tree.

2. Click AddAdd (displays dialog). 

Tree sub-tabTree sub-tab
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3. Enter Name.Name.
4. In Type menu, select one:

ContainerContainer radio button. In Devices panel, select from left-side panel, click AddAdd► to

move to right-side panel. To remove from right-side panel, select, and click
◄RemoveRemove.
SearchSearch radio button (expands dialog). Enter Query Query to locate and select. 

5. To select a ParentParent, click on the solid bar, expand the tree to locate the parent for this
addition. 

6. Select Monitoring Aggregation Monitoring Aggregation checkbox (expands dialog). 
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a. Enter Name.Name.
b. On TypeType drop-down, select one (Power, Apparent Power, Power Factor, Current,

Voltage, Frequency, Temperature, Humidity, Fan Speed, Time Left, Counter, Percent).
c. Enter Datapoint.Datapoint.
d. Set Interval (seconds)Interval (seconds) (default: 300).
e. Select SumSum checkbox.
f. Select AverageAverage checkbox.

(as needed) Repeat for other AggregationsAggregations.

7. When done, click SaveSave.

Delete a Branch ItemDelete a Branch Item

1. Go to Managed Devices :: Views :: Tree.

2. Expand tree to locate item.
3. Select checkbox.
4. Click DeleteDelete.
5. On confirmation dialog, click OKOK.
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Available images are shown on this page. 

Add ImageAdd Image

1. Go to Managed Devices :: Views :: Image.

2. Click AddAdd (displays dialog). 

3. Enter NameName.
4. In Image menu, select one:

Local SystemLocal System radio button, select from the Image FilenameImage Filename drop-down. 

Local ComputerLocal Computer radio button. Click Choose FileChoose File, then locate and select the graphic
file. 

5. In RefreshRefresh, enter value (seconds).
6. Click SaveSave.

Add Image Property DetailsAdd Image Property Details

1. Go to Managed Devices :: Views :: Image.

2. Click on an image (displays dialog).
3. Right-click on the image (displays properties dialog). 

Image sub-tabImage sub-tab
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4. Enter Name.Name.
5. In Mode menu, select one:

DisabledDisabled radio button (dialog expands). 

QueryQuery radio button (dialog expands). Enter QueryQuery. Enter FieldField. 
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ScriptScript radio button (dialog expands). On ScriptScript drop-down, select one. 

6. In Threshold menu, enter details:

a. Enter ThresholdThreshold value.
b. On ComparisonComparison drop-down select one.
c. On IconIcon, select from the pop-up dialog. 

7. (as needed) Enter details for another Threshold (up to 4).
8. Click SaveSave.
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Administrators can manage Device Type settings for customized versions of existing device types.
There are situations when the device type default value does not match with customer's default
values. The admin can clone, edit, or delete existing device types. Settings can be adjusted as
needed. When saved, new settings are immediately effective for all devices with that device type. 

Types tabTypes tab
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Clone Device TypeClone Device Type

1. Go to Managed Devices :: Types.

2. Locate and select the checkbox of the type to be cloned.
3. Click CloneClone (displays dialog). 

4. Enter Device Type NameDevice Type Name.
5. Click SaveSave.

Clone ValidationClone Validation

Ensure the source device is correctly configured. After the clone is created, use this verification
process:

1. Access the clone to verify username, password and IP address is correct.
2. Audit the log files to verify data logging and event logging settings are correct.
3. Simulate events and check if any notification is created.
4. Verify events are detected on the data and event logs.
5. Verify that the device is in the correct authorization group with proper access rights.

Edit Device TypeEdit Device Type

1. Go to Managed Devices :: Types.

2. In the Device Type Name column, locate and click on the name.

3. On the dialog, modify details as needed:
4. Click SaveSave.

Delete Device TypeDelete Device Type

1. Go to Managed Devices :: Types.

2. Locate and select the checkbox to be deleted.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Manage Device TypesManage Device Types
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The System automatically discovers and adds network devices, enabled ports on console servers,
KVM switches, and VMware (virtual serial ports and virtual machines).

Auto Discovery tabAuto Discovery tab
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This is the process to configure auto discovery on various devices.

1. Create a template device. (For each device type, a template device must be created.)
Clone is recommended. The template needs to include all the settings as for an end device,
except connection details to the discovered devices.

2. For network devices, create a Network Scan.
3. For virtual machines, create a Virtual Manager.
4. For all devices, create a Discovery Rule.

Discovery rules must be associated with the template device. These rules determine action
taken on every discovered device.

5. Start the discovery process.
This process automatically starts when a device is added to the Nodegrid Platform. A manual
discovery process can be started from the WebUI (Managed Devices :: Auto Discovery ::

Discover Now) or CLI (/settings/auto_discovery/discover_now/).

Auto Discovery Configuration ProcessAuto Discovery Configuration Process
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The Console Server appliances can be discovered using the Network Devices process. Use the Auto

Discovery process to automatically add and configure managed devices for third-party console server ports

and KVM switch ports.

Step 1 – Create a Template DeviceStep 1 – Create a Template Device

The template device must be created first. In this process, only enter the details listed.

1. Go to Managed Devices :: Devices.

2. Click Add.
3. On the Add dialog, enter Name  (of the template).

4. On Type  drop-down, select one (console_server_acs, console_server_acs6000,
console_server_lantronix, console_server_opengear, console_server_digicp,
console_server_raritan, console_server_perle).
5. For IP Address, enter 127.0.0.1
6. Select Ask During Login checkbox
7. On End Pointmenu, select one

Serial Port radio button
KVM Port radio button
Port Number

8. On Mode  drop-down, select Disabled (ensures the device is not displayed on the
Access page).

9. Click Save .

CLI ProcedureCLI Procedure

1. Go to /settings/devices
2. Use the add command to create a new device.
3. Use the set command to define the following:
name
type (console_server_acs, console_server_acs6000, console_server_lantronix,
console_server_opengear, console_server_digicp, console_server_raritan,
console_server_perle)
ip_address as 127.0.0.1
Set credential to Ask During Login
endpoint (serial_port or kvm_port)
port_number (port number)
Set mode to disabled
4. Save the changes with commit.

Auto Discovery: Configure Console ServerAuto Discovery: Configure Console Server
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Step 2 – Create a Discovery RuleStep 2 – Create a Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Click Add (displays dialog). 

3. Enter Rule Name
4. On Status drop-down, select one (Enabled, Disabled)
5. On Discovery Methodmenu, select one:

Console Server Ports radio button. Enter Port List (list of ports to scan (i.e., 1,3,5,10-20). 

KVM Ports radio button. Enter Port List (list of ports to scan (i.e., 1,3,5,10-20). 

[admin@nodegrid /]# cd /settings/devices [admin@nodegrid /]# cd /settings/devices 

[admin@nodegrid devices]# add [admin@nodegrid devices]# add 

[admin@nodegrid {devices}]# set name=Console_Server_Port_Template [admin@nodegrid {devices}]# set name=Console_Server_Port_Template 

[admin@nodegrid {devices}]# set type=console_server_acs6000[admin@nodegrid {devices}]# set type=console_server_acs6000

[admin@nodegrid {devices}]# set ip_address=127.0.0.1 [admin@nodegrid {devices}]# set ip_address=127.0.0.1 

[admin@nodegrid {devices}]# set end_point=serial_port [admin@nodegrid {devices}]# set end_point=serial_port 

[admin@nodegrid {devices}]# set port_number=1 [admin@nodegrid {devices}]# set port_number=1 

[admin@nodegrid {devices}]# set credential=ask_during_login [admin@nodegrid {devices}]# set credential=ask_during_login 

[admin@nodegrid {devices}]# set mode=disabled [admin@nodegrid {devices}]# set mode=disabled 

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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6. (optional) In Host or VM Identifier menu, enter parameter to further filter (if provided, part

of port name must match value).
7. On Action drop-down, select what to do when a new device is discovered: Clone (Mode:
Enabled), Clone (Mode: On-Demand), Clone (Mode: Discovered), Discard Discovered
Devices.
8. On Clone from drop-down, select the template device (created earlier).
9. Click Save .

After the appliance is created, the Nodegrid Platform automatically starts discovering attached devices

(based on the created Discovery Rules).

This process takes several minutes.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/discovery_rules/
2. Use the add command to create a Discovery Rule.
3. Use the set command to define the following settings:
rule_name (for the Discovery Rule)
status for the rule (enabled, disabled)
method set to console_server_ports or kvm_ports
port_list (list of ports which should be scanned – i.e., 1,3,5,10-20)
host_identifier parameter (apply as a filter) (If a value is provided, part of the port name must
match the value.)
4. For action (enter action taken when a new device is discovered) (clone_mode_enabled,
clone_mode_on-demand, clone_mode_discovered, discard_device).
5. clone_from (template device created earlier).
6. Save the changes with commit.

After the appliance was created, the Nodegrid Platform automatically starts discovery of attached devices

based on the created Discovery Rules.

[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/

[admin@nodegrid discovery_rules]# add[admin@nodegrid discovery_rules]# add

[admin@nodegrid {discovery_rules}]# set rule_name=Console_Server_Ports[admin@nodegrid {discovery_rules}]# set rule_name=Console_Server_Ports

[admin@nodegrid {discovery_rules}]# set status=enabled[admin@nodegrid {discovery_rules}]# set status=enabled

[admin@nodegrid {discovery_rules}]# set method=console_server_ports[admin@nodegrid {discovery_rules}]# set method=console_server_ports

[admin@nodegrid {discovery_rules}]# set port_list=1-48[admin@nodegrid {discovery_rules}]# set port_list=1-48

[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled

[admin@nodegrid {discovery_rules}]# set clone_from=Console_Server_Ports_Template[admin@nodegrid {discovery_rules}]# set clone_from=Console_Server_Ports_Template

[admin@nodegrid {discovery_rules}]# commit[admin@nodegrid {discovery_rules}]# commit

None Copy
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This process takes several minutes.
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Network appliances can be automatically discovered and added to the Nodegrid Platform. This
includes appliances which support Telnet, SSH, ICMP, Console Servers, KVM Switches or IMPI
protocols plus others.

Appliances can be discovered through various methods, in combination or singly:

Similar Devices (select one of the devices from the drop-down)
Port Scan and enter a list of ports in the Port List field,
Ping
DHCP (via MAC Address) 

Setup is a three-step process.

Step 1 – Create a Template DeviceStep 1 – Create a Template Device

The template device must be created first. In this process, only enter the details listed.

1. Managed Devices :: Devices.
2. Click AddAdd.
3. On Add dialog, enter NameName (of the template).

4. On TypeType drop-down, select one (device_console, ilo, imm, drac, idrac6, ipmi1.5, impi2.0,
ilom, cimc_ucs, netapp, infrabox, pdu)..

5. On IP AddressIP Address , enter 127.0.0.1.127.0.0.1.
6. Enter UsernameUsername, PasswordPassword and Confirm Password.Confirm Password.

Alternatively, select Ask During LoginAsk During Login checkbox (user credentials are entered during login).
7. On ModeMode drop-down, select DisabledDisabled (ensures the device is not displayed on the Access

page).
8. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices
2. Use the add command to create a new device.
3. Use the set command to define the following settings:

name
type (device_console, ilo, imm, drac, idrac6, ipmi1.5, impi2.0, ilom, cimc_ucs, netapp,
infrabox, pdu*)
ip_address as 127.0.0.1
username and password (of the device) or set credential ask_during_login
set mode to disabled

4. Save the changes with commit.

Auto Discovery: Configure Network DevicesAuto Discovery: Configure Network Devices
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1. Step 2 – Create a Network ScanStep 2 – Create a Network Scan

2. Go to Managed Devices :: Auto Discovery :: Network Scan.

3. Click AddAdd.
4. On Add dialog, enter NameName (of Scan ID).

5. Enter IP Range StartIP Range Start and IP Range End.IP Range End.
6. Select Similar Devices Similar Devices checkbox. 

On DeviceDevice drop-down, select an existing template (to identify devices).

7. Select Enable ScanningEnable Scanning checkbox.
8. Select Port ScanPort Scan checkbox.
9. Enter Port ListPort List (ports to be scanned, i.e., “2”, “3,104”, 11-20).

10. Select PingPing checkbox (enables Ping function).
11. On Scan interval (in minutes)Scan interval (in minutes), enter a value.
12. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/network_scan/
2. Use the add command to create a Network Scan.
3. Use the set command to define the following settings:

scan_id (name for the Network Scan)
ip_range_start and ip_range_end (define a network range to be scanned)
Set enable_scanning to yes to enable the scan

4. Define one or more of the three scan methods:
similar_devices (set device to match one of the existing devices or templates
port_scan (set to yes)
set port_list (to a list of ports reachable on the device)
ping (no further settings are required)

5. Set scan_interval (when to scan, in minutes).
6. Save the changes with commit.

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# add[admin@nodegrid devices]# add

[admin@nodegrid {devices}]# set name=Network_Template[admin@nodegrid {devices}]# set name=Network_Template

[admin@nodegrid {devices}]# set type=device_console[admin@nodegrid {devices}]# set type=device_console

[admin@nodegrid {devices}]# set ip_address=127.0.0.1[admin@nodegrid {devices}]# set ip_address=127.0.0.1

[admin@nodegrid {devices}]# set credential=ask_during_login[admin@nodegrid {devices}]# set credential=ask_during_login

oror

[admin@nodegrid {devices}]# set credential=set_now[admin@nodegrid {devices}]# set credential=set_now

[admin@nodegrid {devices}]# set username=admin password=admin[admin@nodegrid {devices}]# set username=admin password=admin

[admin@nodegrid {devices}]# set mode=disabled[admin@nodegrid {devices}]# set mode=disabled

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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Step 3 – Create a Discovery RuleStep 3 – Create a Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Click Add.
3. On the Add dialog, enter NameName (of the Discovery Rule).

4. On StatusStatus drop-down, select (Enabled, Disabled).
5. On Discovery Method menu, select Network ScanNetwork Scan checkbox.

6. On Scan IDScan ID drop-down, select the created Network Scan ID.
7. (optional) In Host or VM Identifier menu, enter parameter to further filter (if provided, part of

port name must match value).
8. On ActionAction drop-down, select what to do when a new device is discovered (Clone (Mode:

Enabled), Clone (Mode: On-Demand), Clone (Mode: Discovered), Discard Discovered
Devices).

9. On Clone fromClone from drop-down, select the template device created earlier.
10. Click SaveSave.

The Nodegrid Platform automatically starts discovering devices, based on the created Discovery
Rules.

This process takes several minutes.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/discovery_rules/
2. Use the add command to create a Discovery Rule.
3. Use the set command to define the following settings:

rule_name for the Discovery Rule
status for the discovered rule (enabled, disabled)
method set to network_scan
scan_id select a Network Scan ID created earlier
host_identifier parameter to further filer, if provided - part of the port name must match the
value)

4. For action, select what should be done on a new device discovery (clone_mode_enabled,
clone_mode_on-demand, clone_mode_discovered, discard_device).

5. clone_from set to the template device created earlier.

[admin@nodegrid /]# cd /settings/auto_discovery/network_scan/[admin@nodegrid /]# cd /settings/auto_discovery/network_scan/

[admin@nodegrid network_scan]# add[admin@nodegrid network_scan]# add

[+admin@nodegrid {network_scan}]# set scan_id=SSH_Console[+admin@nodegrid {network_scan}]# set scan_id=SSH_Console

[+admin@nodegrid {network_scan}]# set ip_range_start=192.168.10.1[+admin@nodegrid {network_scan}]# set ip_range_start=192.168.10.1

[+admin@nodegrid {network_scan}]# set ip_range_end=192.168.10.254[+admin@nodegrid {network_scan}]# set ip_range_end=192.168.10.254

[+admin@nodegrid {network_scan}]# set enable_scanning=yes[+admin@nodegrid {network_scan}]# set enable_scanning=yes

[+admin@nodegrid {network_scan}]# set similar_devices=yes[+admin@nodegrid {network_scan}]# set similar_devices=yes

[+admin@nodegrid {network_scan}]# set device= network_template[+admin@nodegrid {network_scan}]# set device= network_template

[+admin@nodegrid {network_scan}]# set port_scan=yes[+admin@nodegrid {network_scan}]# set port_scan=yes

[+admin@nodegrid {network_scan}]# set port_list=22[+admin@nodegrid {network_scan}]# set port_list=22

[+admin@nodegrid {network_scan}]# set ping=no[+admin@nodegrid {network_scan}]# set ping=no

[+admin@nodegrid {network_scan}]# set scan_interval=100[+admin@nodegrid {network_scan}]# set scan_interval=100

[+admin@nodegrid {network_scan}]# commit[+admin@nodegrid {network_scan}]# commit

None Copy
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6. Save the changes with commit.

The Nodegrid Platform automatically starts discovering devices, based on the created Discovery
Rules.

This process takes several minutes.

[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/

[admin@nodegrid discovery_rules]# add[admin@nodegrid discovery_rules]# add

[admin@nodegrid {discovery_rules}]# set rule_name=Network_Scan[admin@nodegrid {discovery_rules}]# set rule_name=Network_Scan

[admin@nodegrid {discovery_rules}]# set status=enabled[admin@nodegrid {discovery_rules}]# set status=enabled

[admin@nodegrid {discovery_rules}]# set method=network_scan[admin@nodegrid {discovery_rules}]# set method=network_scan

[admin@nodegrid {discovery_rules}]# set scan_id=SSH_Console[admin@nodegrid {discovery_rules}]# set scan_id=SSH_Console

[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled

[admin@nodegrid {discovery_rules}]# set clone_from=Network_Template[admin@nodegrid {discovery_rules}]# set clone_from=Network_Template

[admin@nodegrid {discovery_rules}]# commit[admin@nodegrid {discovery_rules}]# commit

None Copy
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Virtual Machines which are managed by VMWare vCenter or run on ESXi can be discovered and
managed directly on Nodegrid. The process will regularly scan vCenter or the ESXi host and detect
newly added Virtual Machines. The virtual machines can be added as type virtual_console_vmware
or virtual_serial_port.

Step 1 – Create a Template DeviceStep 1 – Create a Template Device

The device must be created first. In this process, only enter the details listed.

1. Go to Managed Devices :: Devices.

2. Click Add.Add.
3. On Add dialog, enter NameName (of the template).

4. On TypeType drop-down, select virtual_console_vmwarevirtual_console_vmware
5. Enter IP AddressIP Address , enter 127.0.0.1127.0.0.1
6. Enter  UsernameUsername, PasswordPassword and Confirm Password.Confirm Password.

Alternatively, select Ask During LoginAsk During Login checkbox (user credentials are entered during login).
7. Select Mode DisabledMode Disabled checkbox (ensures device is not displayed on Access page).

8. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices
2. Use the add command to create a new device.
3. Use the set command to define the following settings:

name
type (virtual_console_vmware)
ip_address as 127.0.0.1
set mode to disabled

4. Save the changes with commit.

Step 2 – Create a Discovery RuleStep 2 – Create a Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Click AddAdd.

Auto Discovery: Configure Virtual MachinesAuto Discovery: Configure Virtual Machines

NOTENOTE

The free version of ESXi is not supported.

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# add[admin@nodegrid devices]# add

[admin@nodegrid {devices}]# set name=Virtual_Machine_Template[admin@nodegrid {devices}]# set name=Virtual_Machine_Template

[admin@nodegrid {devices}]# set type=virtual_console_vmware[admin@nodegrid {devices}]# set type=virtual_console_vmware

[admin@nodegrid {devices}]# set ip_address=192.168.2.151[admin@nodegrid {devices}]# set ip_address=192.168.2.151

[admin@nodegrid {devices}]# set mode=disabled[admin@nodegrid {devices}]# set mode=disabled

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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3. On Add dialog, enter Rule Name.Rule Name.

4. On StatusStatus drop-down, select an item (Enabled, Disabled).
5. In Discovery Method menu, select VM Manager.VM Manager.

6. (optional) To filter the scan, enter DatacenterDatacenter and Cluster.Cluster.
7. (optional) In Host or VM Identifier menu, enter parameter to further filter (if provided, part of

port name must match value).
8. On ActionAction drop-down, select what to do when a new device is discovered - Clone (Mode:

Enabled), Clone (Mode: On-Demand), Clone (Mode: Discovered), Discard Discovered
Devices.

9. On Clone fromClone from drop-down, select the template device created earlier.
10. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/discovery_rules/
2. Use the add command to create a Discovery Rule.
3. Use the set command to define the following settings:

rule_name for the Discovery Rule
status for the discovered rule (enabled, disabled)
method set to vm_manager
Use datacenter and cluster to define filters based on Data Center and or Cluster
host_identifier parameter (apply as a filter) (If a value is provided, part of the port name must
match the value.)

4. For action (enter action taken when a new device is discovered) (clone_mode_enabled,
clone_mode_on-demand, clone_mode_discovered, discard_device).

5. clone_from (template device created earlier).
6. Save the changes with commit.

Step 3 – Define a VM ManagerStep 3 – Define a VM Manager

1. Go to Managed Devices :: Auto Discovery :: VM Managers.

2. Click AddAdd.
3. On Add dialog, on VM ServerVM Server, enter the vCenter/ESXi IP or FQDN.

4. Enter Username.Username.
5. On Virtualization TypeVirtualization Type drop-down, select VMware.VMware.
6. Enter PasswordPassword and Confirm Password.Confirm Password.
7. Enter HTML console portHTML console port (if needed).
8. Click SaveSave.

The Nodegrid Platform connects to the vCenter or ESXi system.

[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/

[admin@nodegrid discovery_rules]# add[admin@nodegrid discovery_rules]# add

[admin@nodegrid {discovery_rules}]# set rule_name=Virtual_Machine[admin@nodegrid {discovery_rules}]# set rule_name=Virtual_Machine

[admin@nodegrid {discovery_rules}]# set status=enabled[admin@nodegrid {discovery_rules}]# set status=enabled

[admin@nodegrid {discovery_rules}]# set method=vm_manager[admin@nodegrid {discovery_rules}]# set method=vm_manager

[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled

[admin@nodegrid {discovery_rules}]# set clone_from=Vitual_Machine_Template[admin@nodegrid {discovery_rules}]# set clone_from=Vitual_Machine_Template

[admin@nodegrid {discovery_rules}]# commit[admin@nodegrid {discovery_rules}]# commit

None Copy
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This process takes several minutes.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/vm_managers/
2. Use the add command to create a VM Manager.
3. Use the set command to define the following settings:

vm_server (vCenter/ESXi IP or FQDN)
Define username and password
Adjust the html_console_port (if needed)

4. Save the changes with commit.

The Nodegrid Platform connects to the vCenter or ESXi system.

This process takes several minutes.

Step 4 – Enable Discover Virtual MachinesStep 4 – Enable Discover Virtual Machines

1. Click on the newly created and connected VM Manager. 
2. Select Discover Virtual MachinesDiscover Virtual Machines checkbox.
3. On Discovery Polling Interval (minutes)Discovery Polling Interval (minutes), enter a value.
4. Click SaveSave.

CLI ProcedureCLI Procedure

1. Log into the newly created VM Manager
2. Enable Discover Virtual Machines option.
3. Define the Data Center and Discovery Polling Interval.
4. Save the changes with commit.

[admin@nodegrid /]# cd /settings/auto_discovery/vm_managers/[admin@nodegrid /]# cd /settings/auto_discovery/vm_managers/

[admin@nodegrid vm_managers]# add[admin@nodegrid vm_managers]# add

[admin@nodegrid {vm_managers}]# set vm_server=vCenter[admin@nodegrid {vm_managers}]# set vm_server=vCenter

[admin@nodegrid {vm_managers}]# set username=admin[admin@nodegrid {vm_managers}]# set username=admin

[admin@nodegrid {vm_managers}]# set password=password[admin@nodegrid {vm_managers}]# set password=password

[admin@nodegrid {vm_managers}]# commit[admin@nodegrid {vm_managers}]# commit

None Copy

[admin@nodegrid 192.168.2.217]# set html_console_port=7331,7343[admin@nodegrid 192.168.2.217]# set html_console_port=7331,7343

[admin@nodegrid 192.168.2.217]# set discover_virtual_machines=yes[admin@nodegrid 192.168.2.217]# set discover_virtual_machines=yes

[admin@nodegrid 192.168.2.217]# set interval_in_minutes=15[admin@nodegrid 192.168.2.217]# set interval_in_minutes=15

[admin@nodegrid 192.168.2.217]# set discovery_scope=Demo-DC![admin@nodegrid 192.168.2.217]# set discovery_scope=Demo-DC!

[admin@nodegrid 192.168.2.217]# commit[admin@nodegrid 192.168.2.217]# commit

None Copy
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The Nodegrid Platform can be used as a DHCP Server for Clients within the management network.
These devices can be automatically discovered and added to the Nodegrid platform. This feature
only supports DHCP Clients that receive DHCP lease from the local Nodegrid Platform.

Step 1 – Create a Template DeviceStep 1 – Create a Template Device

1. Go to Managed Devices :: Devices.

2. Click AddAdd .
3. Enter NameName (of the template).
4. For IP AddressIP Address , enter 127.0.0.1127.0.0.1
5. On TypeType drop-down, select one (device_console, ilo, imm, drac, idrac6, ipmi1.5, impi2.0,

ilom, cimc_ucs, netapp, infrabox, pdu*).
6. Enter UsernameUsername,  PasswordPassword and Confirm Password.Confirm Password.

  Alternatively, Ask During LoginAsk During Login checkbox (user credentials are entered during login).
7. Select Mode DisabledMode Disabled checkbox (ensures device is not displayed on Access page).

8. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices
2. Use the add command to create a new device,
3. Use the set command to define the following settings:

name
type (device_console, ilo, imm, drac, idrac6, ipmi1.5, impi2.0, ilom, cimc_ucs, netapp,
infrabox, pdu*)
ip_address as 127.0.0.1
username and password (of the device)
   or set credential ask_during_login
set mode to disabled

4. Save the changes with commit.

Auto Discovery: Configure DHCP ClientsAuto Discovery: Configure DHCP Clients

[admin@nodegrid /]# cd /settings/devices[admin@nodegrid /]# cd /settings/devices

[admin@nodegrid devices]# add[admin@nodegrid devices]# add

[admin@nodegrid {devices}]# set name=Network_Template[admin@nodegrid {devices}]# set name=Network_Template

[admin@nodegrid {devices}]# set type=device_console[admin@nodegrid {devices}]# set type=device_console

[admin@nodegrid {devices}]# set ip_address=127.0.0.1[admin@nodegrid {devices}]# set ip_address=127.0.0.1

[admin@nodegrid {devices}]# set credential=ask_during_login[admin@nodegrid {devices}]# set credential=ask_during_login

oror

[admin@nodegrid {devices}]# set credential=set_now[admin@nodegrid {devices}]# set credential=set_now

[admin@nodegrid {devices}]# set username=admin password=admin[admin@nodegrid {devices}]# set username=admin password=admin

[admin@nodegrid {devices}]# set mode=disabled[admin@nodegrid {devices}]# set mode=disabled

[admin@nodegrid {devices}]# commit[admin@nodegrid {devices}]# commit

None Copy
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Step 2 – Create a Discovery RuleStep 2 – Create a Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules

2. Click AddAdd.
3. On Add dialog, enter NameName.

4. On StatusStatus drop-down, select (Enabled, Disabled).
5. On Discovery Method menu, select DHCPDHCP checkbox.

6. (optional) To filter specific entries, enter MAC Address.MAC Address.
7. (optional) In Host or VM Identifier menu, enter parameter to further filter (if provided, part of

port name must match value).
8. On ActionAction drop-down, select what to do when a new device is discovered - Clone (Mode:

Enabled), Clone (Mode: On-Demand), Clone (Mode: Discovered), Discard Discovered
Devices.

9. On Clone fromClone from drop-down, select template device created earlier.
10. Click SaveSave.

After the rule is created, the device is automatically added to the system as soon as it receives a
DHCP address or renews its DHCP address lease. The default for the address lease renewal is
every 10 minutes.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/discovery_rules/
2. Use the add command to create a Discovery Rule.
3. Use the set command to define the following settings:

rule_name for the Discovery Rule
status for the discovered rule (enabled, disabled)
method set to dhcp
(optional) use the mac_address field to filter to these specific entries
host_identifier parameter can be used to further apply a filter if a value is provided then part
of the port name has to match the value
action - select what should be performed when a new device is discovered
(clone_mode_enabled, clone_mode_on-demand, clone_mode_discovered, discard_device)

4. clone_from set to the template device created earlier.
5. Save the changes with commit.

[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/[admin@nodegrid /]# cd /settings/auto_discovery/discovery_rules/

[admin@nodegrid discovery_rules]# add[admin@nodegrid discovery_rules]# add

[admin@nodegrid {discovery_rules}]# set rule_name=Network_Scan[admin@nodegrid {discovery_rules}]# set rule_name=Network_Scan

[admin@nodegrid {discovery_rules}]# set status=enabled[admin@nodegrid {discovery_rules}]# set status=enabled

[admin@nodegrid {discovery_rules}]# set method=dhcp[admin@nodegrid {discovery_rules}]# set method=dhcp

[admin@nodegrid {discovery_rules}]# set mac_address=00:0C:29[admin@nodegrid {discovery_rules}]# set mac_address=00:0C:29

[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled[admin@nodegrid {discovery_rules}]# set action=clone_mode_enabled

[admin@nodegrid {discovery_rules}]# set clone_from=Network_Template[admin@nodegrid {discovery_rules}]# set clone_from=Network_Template

[admin@nodegrid {discovery_rules}]# commit[admin@nodegrid {discovery_rules}]# commit

None Copy
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This lists available network scan setups. 

Add Network ScanAdd Network Scan

1. Go to Managed Devices :: Auto Discovery :: Network Scan.

2. Click AddAdd (displays dialog). 

3. Enter  Scan IDScan ID
4. Enter IP Range StartIP Range Start and IP Range EndIP Range End

5. Select Enable ScanningEnable Scanning checkbox (expands dialog). 

a. Select Similar DevicesSimilar Devices checkbox (expands dialog). On DeviceDevice drop-down, select an
existing template (to identify devices). 

b. Select Port ScanPort Scan checkbox (expands dialog). Enter Port ListPort List (ports to be scanned,

i.e., 2, 3, 11-20). 

c. Select PingPing checkbox (enables Ping function).

Network Scan sub-tabNetwork Scan sub-tab
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6. On Scan interval (in minutes)Scan interval (in minutes), enter a value.
7. Click SaveSave.

Edit Network ScanEdit Network Scan

1. Go to Managed Devices :: Auto Discovery :: Network Scan.

2. In Scan ID column, click on the name (displays dialog).

3. Make changes as needed.
4. Click SaveSave.

Delete Network ScanDelete Network Scan

1. Go to Managed Devices :: Auto Discovery :: Network Scan.

2. Select the checkbox(es) to be deleted.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.
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This lists VM Managers. 

Add VM ManagerAdd VM Manager

1. Go to Managed Devices :: Auto Discovery :: VM Managers.

2. Click AddAdd (displays dialog). 

3. On VM ServerVM Server, enter the vCenter/ESXi IPIP or FQDN.FQDN.

4. Enter Username.Username.
5. On Virtualization TypeVirtualization Type drop-down, select VMware.VMware.
6. Enter PasswordPassword and Confirm Password.Confirm Password.
7. Enter HTML console portHTML console port (if needed).
8. Click SaveSave.

Delete VM ManagerDelete VM Manager

1. Go to Managed Devices :: Auto Discovery :: VM Managers.

2. Select the checkbox(es) of items to delete.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Install VMRCInstall VMRC

1. Go to Managed Devices :: Auto Discovery :: VM Managers.

2. Click Install VMRCInstall VMRC (displays dialog). 

VM Manager sub-tabVM Manager sub-tab
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3. On Destination menu, select one:

Local SystemLocal System radio button. FilenameFilename drop-down, select one. 

Local ComputerLocal Computer radio button. On File NameFile Name, click Choose FileChoose File (locate and
select). 

Remote ServerRemote Server radio button. 

Enter URLURL, UsernameUsername, and PasswordPassword.
(optional) Download path is absolute path nameDownload path is absolute path name checkbox.

4. Click SaveSave.
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This lists all available discovery rules. 

Add Discovery RuleAdd Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Click AddAdd (displays dialog).  

3. Enter Rule Name.Rule Name.
4. On StatusStatus drop-down, select (Enabled, Disabled).
5. On the Discovery Method menu, select either of the following options:

If you select  DHCP, DHCP, enter the following details:
Enter MAC AddressMAC Address

Discovery Rules sub-tabDiscovery Rules sub-tab
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If you select VM Serial, VM Serial, enter the following details:  

Port URIPort URI. 

If you select    VM Manager, VM Manager, enter the following details: 

Enter Datacenter Datacenter and ClusterCluster. 

If you select  Kernel Virtual Machine, Kernel Virtual Machine, specify the  Host or VM Identifier Host or VM Identifier and
proceed further to step 6. . 
If you select  Console Server Ports, Console Server Ports, enter the following details:

Appliance IdentifierAppliance Identifier: allows filtering to discover ports from multiple
appliances that are of the same or different type by matching any substring of
the appliance name 
Port ListPort List (list of ports to scan (i.e., 1,3,5,10-20). 

If you select  KVM Ports, KVM Ports, enter the following details:  

Appliance IdentifierAppliance Identifier: allows filtering to discover ports from multiple
appliances that are of the same or different type by matching any substring of
the appliance name 
Port ListPort List (list of ports to scan; i.e., 1,3,5,10-20)
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If you select  PDU Ports, PDU Ports, enter the following details:  

Appliance IdentifierAppliance Identifier: allows filtering to discover ports from multiple
appliances that are of the same or different type by matching any substring of
the appliance name
Port ListPort List (list of ports to scan; i.e., 1,3,5,10-20)

If you select  the  Network ScanNetwork Scan radio button. From the Scan IDScan ID drop-down, select the

required option:

(optional) In Host or VM Identifier menu, enter the parameter to further filter (if

provided, part of the port name must match the value).

6. On ActionAction drop-down, select what to do when a new device is discovered (Clone (Mode:
Enabled), Clone (Mode: On-Demand), Clone (Mode: Discovered), Discard Discovered
Devices).

7. On Clone fromClone from the drop-down, select the appropriate template device.
8. Select Enforce Device TypeEnforce Device Type checkbox.
9. Select the  Inherit Appliance Credentials Inherit Appliance Credentials field, which uses appliance or device credentials to 

discover ports and syncs over time, whether username, password, or SSH Keys is changed, ports sync 

appliance credentials in the upcoming scans of Ports Discovery. 

Note:Note:  This field only applies to Console Server Ports, KVM Ports, and PDU Ports Discovery

Methods.

10. Click SaveSave.

Edit Discovery RuleEdit Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.
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2. In the Order column, click on the name (displays dialog).

3. Make changes as needed.
4. Click SaveSave.

Delete Discovery RuleDelete Discovery Rule

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Select the checkbox(es) of items to delete.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Move Discovery Rule Priorities UpMove Discovery Rule Priorities Up

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Select the checkbox(es) of items.
3. Click UpUp.

Move Discovery Rule Priorities DownMove Discovery Rule Priorities Down

1. Go to Managed Devices :: Auto Discovery :: Discovery Rules.

2. Select the checkbox(es) of items.
3. Click DownDown.
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Hostname (network or serial) is automatically discovered when logged into the Nodegrid Platform,
based on user access permissions. By default, Nodegrid devices include probes and matches for
these device types: PDUs, NetApp, Console Servers, Device Consoles, and Service Processors.

Nodegrid sends a probe and waits for a match. If no match, a second probe is sent. This is repeated
until a match occurs, then the probe process stops. 

Enable Hostname DetectionEnable Hostname Detection

After hostname detection is enabled, it runs only once and then reverts to disabled.

1. Go to Managed Devices :: Devices.

2. Click on the device NameName (displays dialog).
3. On the AccessAccess sub-tab, scroll down to locate and select Enable Hostname DetectionEnable Hostname Detection

checkbox. 

4. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/devices/<device name>/access
2. Set enable_hostname_detection to yes
3. Save the changes with commit

Create a Probe or MatchCreate a Probe or Match

1. Go to Managed Devices :: Auto Discovery :: Hostname Detection.

2. Click AddAdd (displays dialog).

Hostname Detection sub-tabHostname Detection sub-tab

[admin@nodegrid /]# /settings/devices/Device_Console_Serial/access/[admin@nodegrid /]# /settings/devices/Device_Console_Serial/access/

[admin@nodegrid /]# set enable_hostname_detection=yes[admin@nodegrid /]# set enable_hostname_detection=yes

[+admin@nodegrid /]# commit[+admin@nodegrid /]# commit

None Copy
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3. On String TypeString Type drop-down, select one (Match, Probe).
4. On StringString, enter characters for Match or Probe.

5. Click SaveSave.

CLI ProcedureCLI Procedure

1. Go to /settings/auto_discovery/hostname_detection/string_settings
2. Type add
3. Use the set command to define string_type (match, probe)
4. Use the set command to define a probe or match string
5. Make active
6. Save the changes with commit

Delete a Probe or MatchDelete a Probe or Match

1. Go to Managed Devices :: Auto Discovery :: Hostname Detection.

2. Select checkbox(es).
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Move Hostname Detection Priorities UpMove Hostname Detection Priorities Up

1. Go to Managed Devices :: Auto Discovery :: Hostname Detection.

2. Select the checkbox(es) of items.
3. Click UpUp to move the sequence.

Move Hostname Detection Priorities DownMove Hostname Detection Priorities Down

1. Go to Managed Devices :: Auto Discovery :: Hostname Detection.

2. Select the checkbox(es) of items.
3. Click DownDown to move the sequence.

NOTENOTE

For String Type: Matches, RegEx expressions are allowed. Use the variable %H to
indicate the location of the hostname.

NOTENOTE

For Matches RegEx expressions are allowed. Use the variable %H to indicate the
location of the hostname

[admin@nodegrid /]# /settings/auto_discovery/hostname_detection/string_settings [admin@nodegrid /]# /settings/auto_discovery/hostname_detection/string_settings 

[admin@nodegrid /]# add[admin@nodegrid /]# add

[admin@nodegrid /]# set string_type=match[admin@nodegrid /]# set string_type=match

[+admin@nodegrid /]# set match_string=[\a\r]%H{I|L)ogin:[+admin@nodegrid /]# set match_string=[\a\r]%H{I|L)ogin:

[+admin@nodegrid /]# active[+admin@nodegrid /]# active

[+admin@nodegrid /]# commit[+admin@nodegrid /]# commit

None Copy
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Modify Hostname Detection Global SettingModify Hostname Detection Global Setting

1. Go to Managed Devices :: Auto Discovery :: Hostname Detection.

2. Click Global SettingsGlobal Settings (displays dialog). 
3. Enter Probe timeout (sec)Probe timeout (sec) (max time to wait for output) (default: 5)
4. Enter Number of retriesNumber of retries (number of times probe is resent if no output) (default: 3).
5. Enter Discovered name updates device name Discovered name updates device name checkbox (enabled by default).

6. Select New discovered device receives the name during conflict New discovered device receives the name during conflict checkbox.

7. Click SaveSave.

NOTENOTE

 If disabled, no devices names are updated, even if a match is found.)

NOTENOTE

If enabled, and multiple devices have the same name, the latest discovered device
receives the name.
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This displays the available Auto Discovery logs. 

Reset LogsReset Logs

1. Go to Managed Devices :: Auto Discovery :: Discovery Logs.

2. Click Reset LogsReset Logs (clears the table listing).

Discovery Logs sub-tabDiscovery Logs sub-tab
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This manually runs the auto discovery process for the selected item(s). 

Start DiscoveryStart Discovery

1. Go to Managed Devices :: Auto Discovery :: Discover Now.

2. On the list, select checkboxes.
3. Click Discover NowDiscover Now.

Discover Now sub-tabDiscover Now sub-tab
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Administrators can define various preferences options that are applied to all sessions.

Preferences tabPreferences tab
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This configures preferences for defined order and labeling of the power menu as it appears in a
console session. 

Edit Power Menu SettingsEdit Power Menu Settings

1. Go to Managed Devices :: Preferences :: Power Menu. 

2. On Exit Menu OptionExit Menu Option drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). Enter Exit LabelExit Label.
3. On Status Menu OptionStatus Menu Option drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). Enter StatusStatus

LabelLabel.
4. On PowerOn Menu OptionPowerOn Menu Option drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). Enter

PowerOn LabelPowerOn Label.
5. On PowerOff Menu OptionPowerOff Menu Option drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). Enter

PowerOff LabelPowerOff Label.
6. On PowerCycle Menu OptionPowerCycle Menu Option drop-down, select one (0, 1, 2, 3, 4, 5, 6, 7, 8, 9). Enter

PowerCycle LabelPowerCycle Label.
7. Click SaveSave.

Power Menu sub-tabPower Menu sub-tab
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This defines session preferences. Often, it is difficult to exist a specific console session without
affecting other sessions in the chain. The Disconnect HotKey closes the current active session in a
chain. Configuring this hot key is useful when multiple sessions are open, i.e., a console session
started from within a console session; or cascaded console sessions. 

Configure Disconnect HotKey to Terminate SessionConfigure Disconnect HotKey to Terminate Session

1. Go to Managed Devices :: Preferences :: Session Preferences. 

2. On Disconnect HotKeyDisconnect HotKey (a key sequence that terminates the session).
3. Select Terminate sessionTerminate session checkbox (if enabled, on Disconnect HotKey, all connected

sessions are closed – and the user is returned to the main shell prompt. If disabled, on
Disconnect HotKey, only the current session is closed.

4. Click SaveSave.

Session Preferences sub-tabSession Preferences sub-tab
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This changes how columns are displayed, as well as creating custom columns. 

Change Table Column PreferencesChange Table Column Preferences

Column selections and arrangements are stored on the local computer. This column layout is not
available when logged into another device.

1. Go to Managed Devices :: Preferences :: Views. 

2. To add columns to right panel, in Predefined Columns, select and click Add►Add►.

3. To remove columns from right panel, in right side panel, select and click ◄RemoveRemove.
4. Click SaveSave.

Step 1 – Create Custom Columns (per Device)Step 1 – Create Custom Columns (per Device)

These provide additional organization of data on connected devices, custom columns can be created
and enabled. This is a two-step process. First create the custom column, then add the custom
column(s) to the individual device.

This two-step procedure connects the device's custom column to the device's custom field displayed
in tables that contain that device's settings/values.

1. Go to Managed Devices :: Preferences :: Views.

2. In the Custom ColumnsCustom Columns text box, enter the column name. 

3. To add multiple columns, separate each name with a comma. 

4. Click SaveSave.

Views sub-tabViews sub-tab
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Step 2 – Associate Device to the new Custom FieldStep 2 – Associate Device to the new Custom Field

1. Go to Managed Devices :: Devices.

2. Click the device name to be associated with the custom field.
3. On Custom FieldsCustom Fields sub-tab, click AddAdd (displays dialog). 
4. Enter Field NameField Name (must exactly match name entered in the Custom Columns dialog).

5. Enter Field Value.Field Value.
6. Click SaveSave.

NOTENOTE

The new custom column(s) do not appear on the Access :: Devices page until the associated
device and column is enabled.
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Cluster establishes a secure and resilient connection with a set of Nodegrid devices. When enabled,
a Nodegrid device that is part of the Cluster can access and manage other devices. By logging into
any Nodegrid device, all devices in the Cluster can be reached with a single interface. This allows for
vertical and horizontal scalability. 

There are two types of clustering topologies: 

StarStar

This is the default option. In a star configuration, one Nodegrid unit acts as the coordinator and
central node. All other peers connect to the coordinator in a star formation. Only the coordinator has
the list of all peers and attached devices within the configuration. This option allows centralized
access and visibility from the coordinator Nodegrid device.

MeshMesh

In this configuration, one Nodegrid unit acts as the coordinator and all Nodegrid units (coordinator
and peers) see each other (and all attached devices). This option allows for distributed access. Each
unit keeps a list of all peers and attached devices and demands equal system resources of all
devices. This configuration is recommended for clusters of less than 50 units.

Cluster SectionCluster Section
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This table lists Nodegrid devices enrolled in the cluster. The table shows information on each device.

Remove a PeerRemove a Peer

1. Go to Cluster :: Peers.

2. Locate name to be removed.
3. Select checkbox.
4. Click RemoveRemove.

Peers tabPeers tab
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This table lists remote clusters the local node has joined, as well as remote clusters that have joined
this cluster. Nodes listed as remote peers initiated the Join.

Join a ClusterJoin a Cluster

1. Go to Cluster :: Clusters.

2. Click JoinJoin (displays dialog). 

a. Enter Remote Cluster NameRemote Cluster Name
b. Enter Coordinator ’s AddressCoordinator ’s Address
c. Enter Pre-Shared KeyPre-Shared Key

3. Click SaveSave.

Disjoin a ClusterDisjoin a Cluster

This leaves a remote cluster that was joined or removes a remote peer that has joined the cluster.

1. Go to Cluster :: Clusters.

2. Select checkbox next to Remote Cluster to be disjoined.
3. Click DisjoinDisjoin.

Clusters tabClusters tab

NOTENOTE

Remote Peers don't show Status or Peer Status, because there is no connection from the
coordinator to the remote peers that have been joined.

Page: 437 of 610  



This configures Cluster settings and additional services such as Peer Management and License
Pool.

Settings tabSettings tab

NOTENOTE

The Cluster feature requires a software license for each node in the cluster.
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Description of SettingsDescription of Settings

Automatic EnrollmentAutomatic Enrollment

With Automatic Enrollment, new Nodegrid devices can automatically become available to an existing
cluster. For Peers, this is enabled by default. The Pre-Shared Key setting must be the same on the
Coordinator (set by default to nodegrid-keynodegrid-key). The Interval setting only applies to the Coordinator
and regulates how often invitations are sent to potential peers.

Enable ClusterEnable Cluster

When enabled, each Cluster requires one Coordinator that controls enrollment of peer systems. The
first unit in the Cluster must be the Coordinator. All other units are Peers. When a Peer device is set
to the Coordinator role, the change is automatically propagated. The previous Coordinator device is
changed to Peer. Ensure the Coordinator device has Allow Enrollment selected. This provides a
Cluster Name and Pre-Shared Key to enroll peers (and used in each Peer's settings). The Cluster
Mode can be Star or Mesh.

In MESH, the Coordinator is only required for the enrollment of the peers. Once all Nodegrid systems
were enrolled in the Cluster, the Coordinator can be set to Peer (prevents enrollment of other
devices.)

Peer ManagementPeer Management

Any peers with enabled peer management, are shown under the Central Management tab of the
Coordinator.

Allows Nodegrid device hardware to be centrally upgraded. The upgrade process for remote devices
is done on the cluster's Management page. The firmware applied to the units must be hosted on a
central location, available through a URL (URL should include the remote server’s IP or hostname,
file path, and the ISO file. If the status shows Disabled, that device is Peer Management disabled.

License PoolLicense Pool

Enrollment sub-tabEnrollment sub-tab
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When enabled, the License Pool allows central management of all software licenses within a cluster.
At least one device must be configured as the License Pool Server. In STAR mode, this must be the
Coordinator. License Pool Clients automatically request required licenses from the License Pool
Server. The Server checks availability and assigns as needed. The client sends a renew request
based on the Renew Time. If client is unavailable for an extended time (exceeding the servers Lease
Time), the client’s licenses become invalid. The license is returned to the pool.

Configure ClusterConfigure Cluster

1. Go to Cluster :: Settings :: Enrollment.

2. On Cluster menu, select Enable Automatic EnrollmentEnable Automatic Enrollment checkbox (expands dialog). 

a. Enter Pre-shared KeyPre-shared Key (default: nodegrid-key)
b. Enter Interval (s)Interval (s) (default: 30)

3. Select Enable ClusterEnable Cluster checkbox (allows other Nodegrid systems to manage, access, and
search managed devices from other nodes) (expands dialog). 

a. On Type menu, select one:

CoordinatorCoordinator  radio button (expands dialog) 

NOTENOTE

Each Nodegrid device is shipped with five additional test target licenses. A test license is used
automatically when a target license is added to the system. This also applies if a target license
is applied on the License Pool Server. The first time a device requests target licenses, it
requests five additional licenses to cover the currently used test licenses.
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Allow EnrollmentAllow Enrollment checkbox (expands dialog). Enter Pre-Shared KeyPre-Shared Key. 

On Cluster Mode menu, select one radio button (Star, Mesh).

Enter Polling Rate (s)Polling Rate (s). (default: 30).

b. PeerPeer radio button (expands dialog) 

Coordinator's AddressCoordinator's Address  (default: blank)
Pre-Shared KeyPre-Shared Key

c. Select Enable Clustering AccessEnable Clustering Access  checkbox.

4. On Services menu:

a. Select Enable Peer ManagementEnable Peer Management checkbox.
b. Select Enable License PoolEnable License Pool checkbox (expands dialog). 

c. On Type menu, select one:

ServerServer  radio button (expands dialog). Enter Renew Time (days)Renew Time (days) (default 1).

Enter Lease Time (days) Lease Time (days) (default 7) (range: 7-30 days). 
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ClientClient radio button

5. Click SaveSave.
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After the Coordinator is enabled and configured, the admin user can add a range of IPs for other
Nodegrid devices on the network. This range eliminates the need to go to each Nodegrid node and
manually set each as peers. 

It is recommended to only add IP's to the Automatic Enrollment Range which are potentially Nodegrid
units. When set, invitations are continually sent to all IP's until a Nodegrid device is identified on a
specific IP, and then is added to the Cluster.

An existing IP range setting cannot be modified. If an adjustment is needed, create a new IP range
and delete the old IP range.

Add Automatic Enrollment RangeAdd Automatic Enrollment Range

1. Go to Cluster :: Settings :: Automatic Enrollment Range.

2. Click AddAdd (displays dialog). 

a. Enter IP Range StartIP Range Start.
b. Enter IP Range EndIP Range End.

3. Click SaveSave.

Delete Automatic Enrollment RangeDelete Automatic Enrollment Range

1. Go to Cluster :: Settings :: Automatic Enrollment Range.

2. Select checkbox next to IP range to delete.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Automatic Enrollment Range sub-tabAutomatic Enrollment Range sub-tab
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Software UpgradeSoftware Upgrade

Nodegrid can be updated on the WebUI or CLI.

Software can be upgraded or downgraded on this procedure.

1. Go to Cluster :: Management.

2. Select checkbox next to the name for software management.
3. Click Upgrade SoftwareUpgrade Software (displays dialog).  

4. On Image Location menu, select Remote ServerRemote Server.

a. Enter URLURL (URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)

b. Enter Username and Username and PasswordPassword.
c. (optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name checkbox.

(optional) Select Format partitions before upgrade. This will erase currentFormat partitions before upgrade. This will erase current
configuration and user partition configuration and user partition checkbox.

Management tabManagement tab

NOTENOTE

Software upgrade/downgrade requires several minutes to process. Be patient.
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5. (if applicable) If downgrading menu (select one):

Restore configuration saved on version upgradeRestore configuration saved on version upgrade radio button
Apply factory default configurationApply factory default configuration radio button

6. Review details.
7. Click SW UpgradeSW Upgrade.
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Security SectionSecurity Section
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New local users can be added, deleted, changed, and locked. Administrators can force passwords to
be changed upon next login; and can set expiration dates for user accounts. Administrators can
manage API keys for each account.

Local Accounts tabLocal Accounts tab
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Add Local UserAdd Local User

1. Go to Security :: Local Accounts.

2. Click AddAdd (displays dialog).
 

3. Enter Username.Username.
4. On the Account TypeAccount Type menu, select one.

Regular AccountRegular Account  radio button (expands dialog).
 

Manage Local UsersManage Local Users

NOTENOTE

Regardless of activation options, users can change their passwords at any time.

Page: 448 of 610  



Enter PasswordPassword and Confirm Password Confirm Password (If the password is in a hash
format, select the Hash Format PasswordHash Format Password checkbox.).
Alternatively, select Require password change at the login timeRequire password change at the login time
checkbox.

API Account API Account radio button
An API Account will only have access to API requests (not CLI nor WebUI).
The API Key can be used directly for API requests authentication in any
endpoint, using the api_key  and username  headers instead of

authenticating to get a ticket and then using the ticket header. For example:

Shell
✏ 

To turn the user into an API Account, select the API AccountAPI Account  option. The API
Key will be automatically generated and displayed.

On the API KeyAPI Key, follow this instruction: "Copy and store the API Key as it will

not be possible to recover it after clicking on Save button."

5. (optional) Account Expiration Date (YYYY-MM-DD)Account Expiration Date (YYYY-MM-DD).
6. On the User Group panel, select from the left-side panel, and click AddAdd► to move to the right-

side panel. To remove from the right-side panel, select, and click ◄RemoveRemove.

7. Click SaveSave.

Edit Local UserEdit Local User

1. Go to Security :: Local Accounts.

2. Locate and select checkbox next to username. 
3. Click EditEdit (displays dialog).
4. Make changes as needed.

Note:Note:

Set the password based on the rules defined under the Set the password based on the rules defined under the Securi tySecuri ty
:: :: PasswordPassword  Rules tab. You can change the rules from the sameRules tab. You can change the rules from the same
tab.tab.

curlcurl  -X GET -X GET "https://nodegrid/api/v1/system/preferences""https://nodegrid/api/v1/system/preferences"  \\

        -H -H "accept: application/json""accept: application/json"  -H -H "Content-Type:"Content-Type:  

application/json"application/json"  \\

        -H -H "api_key: 0PPEC37CuhKJ68fHEh+ihfjh7nW0tZfDAg==""api_key: 0PPEC37CuhKJ68fHEh+ihfjh7nW0tZfDAg=="  \\

        -H -H "username: myapiuser""username: myapiuser"  -k-k

Bash Copy
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5. Click SaveSave.

Delete Local UserDelete Local User

1. Go to Security :: Local Accounts.

2. Locate and select checkbox next to username. 
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Lock Local UserLock Local User

The administrator can lock a user out of the device. 

1. Go to Security :: Local Accounts.

2. Locate and select checkbox next to username. 
3. Click LockLock (locks user out of device).

Unlock Local UserUnlock Local User

As needed, the administrator can unlock a user. 

1. Go to Security :: Local Accounts.

2. Locate and select checkbox next to username. 
3. Click UnlockUnlock (allows user access)

There is a function whereby the user is authorized by an external authentication provider (LDAP, AD,
or TACACS+) and the Local user account is locked. The user can authenticate with the sshkey, but
permissions are enforced based on his group permissions with the external authentication provider.

Hash Format PasswordHash Format Password

As needed, the administrator can use a hash format password, rather than plain password. This can
be used for scripts (avoids requiring scripts to use actual user passwords). The hash password must
be generated separately beforehand. Use a hash password generator. These applications
(OpenSSL, chpasswd, mkpasswd) use MD5, SHA256, SHA512 engines.

Hash FormatHash Format

CLI ProcedureCLI Procedure

The Nodegrid Platform has an OpenSSL version. In the Console, use this:

Generate a new API key for a UserGenerate a new API key for a User

In the Type column, the user must have a value of APIAPI.

root@nodegrid:~# openssl passwd -1 -salt mysallroot@nodegrid:~# openssl passwd -1 -salt mysall

Password:Password:

$1$mysall$YBFr9On0wjde5be32mC1g1$1$mysall$YBFr9On0wjde5be32mC1g1

None Copy
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1. Go to Security :: Local Accounts.

2. Locate and click the user’s name – Type column must be APIAPI (displays dialog). (Alternatively,

select checkbox and click Edi tEdi t .) 

3. Click Reset API KeyReset API Key.

4. Click SaveSave.

IMPORTANTIMPORTANT

The new key is displayed in the API Key field. Copy the key and save in a secure
location.
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When configured, the Nodegrid device functions as a Firewall. There are six built-in default chains
(three for IPv4, three for IPv6). These accept packets (Output, Input, and Forward). As needed,
additional user chains can be created. (Default chains cannot be deleted.)

Firewall tabFirewall tab
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The Firewall table displays all the firewall rules configured for different interfaces.

Add a ChainAdd a Chain

1. Go to Security :: Firewall.

2. Click AddAdd (displays dialog).

3. On TypeType menu, select one:

IPv4IPv4 radio button
IPv6IPv6 radio button

4. Enter ChainChain (name of this chain).
5. Click SaveSave.

Delete a ChainDelete a Chain

1. Go to Security :: Firewall.

2. Select the checkbox next to the name to be deleted.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Change Chain PolicyChange Chain Policy

1. Go to Security :: Firewall.

2. In the Chain column, select the checkbox of Chain.

3. Click Change PolicyChange Policy (displays dialog). On PolicyPolicy drop-down, select one (ACCEPT, DROP).

Manage ChainsManage Chains

Note: If you import a configuration for a chain through CLI, the rules defined for the specifiedNote: If you import a configuration for a chain through CLI, the rules defined for the specified

chain(s) wi ll be overridden by the imported configuration. For example, i f you are importingchain(s) wi ll be overridden by the imported configuration. For example, i f you are importing

configuration For the INPUT and OUTPUT chains, the FORWARD chain wi ll not be changed, onlyconfiguration For the INPUT and OUTPUT chains, the FORWARD chain wi ll not be changed, only

the INPUT and OUTPUT chains are updated.the INPUT and OUTPUT chains are updated.

NOTENOTE

The policy cannot be changed for user custom chains. The policy can only be changed for
default chains.
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4. Click SaveSave.

Manage a ChainManage a Chain

To manage chain functions/settings, click on the name in the Chain column (displays dialog).

Add RuleAdd Rule

1. Go to Security :: Firewall.

2. In the Chain column, locate and click on the name (displays dialog).

3. Click AddAdd (displays dialog).

4. On the Target menu, on the TargetTarget drop-down, select one (ACCEPT, DROP, REJECT, LOG,

RETURN). Enter the Rule NumberRule Number and Description.Description.
If REJECTREJECT  is selected, the Reject Options menu displays: 
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On Reject WithReject With drop-down, select one (Network Unreachable, Host
Unreachable, Port Unreachable, Protocol Unreachable, Network Prohibited,
Host Prohibited, Administratively Prohibited, TCP Reset).

5. On the Match Options menu:

a. Enter Source IP/MaskSource IP/Mask
b. Select Reverse match for source IP/mask Reverse match for source IP/mask checkbox

i. Enter Destination IP/MaskDestination IP/Mask

c. Select Reverse match for destination IP/maskReverse match for destination IP/mask checkbox
d. Enter Source MAC AddressSource MAC Address
e. Select Reverse match for source MAC addressReverse match for source MAC address checkbox

f. From the Input Interface Input Interface drop-down list, select one. The list contains all the
available interfaces such as eth0, eth1, loopback1, custom, etc.

i. If you want to add an interface that is not listed, select CustomCustom. You can
create any custom interface.

ii. In the Custom Input InterfaceCustom Input Interface field, specify the name of the interface.

Note: The Source MAC Address and Reverse Match for the source MACNote: The Source MAC Address and Reverse Match for the source MAC
Address fields are applicable only for Input, PREROUTING, andAddress fields are applicable only for Input, PREROUTING, and
FORWARD chains.FORWARD chains.

Note: The Source MAC Address and Reverse Match for the source MAC AddressNote: The Source MAC Address and Reverse Match for the source MAC Address

fields are applicable only for Input, PREROUTING, and FORWARD chains.fields are applicable only for Input, PREROUTING, and FORWARD chains.
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The user can later go to NetworkNetwork::ConnectionsConnections and click AddAdd, to add the
Custom Input InterfaceCustom Input Interface mentioned under the Custom Input InterfaceCustom Input Interface

g. Select Reverse match for the input interfaceReverse match for the input interface checkbox
h. On the Output InterfaceOutput Interface drop-down, select the required interface. If an interface is

not listed or does not exist, you can use the CustomCustom option from the drop-down list to
specify the name of the interface:

i. In the Custom Output InterfaceCustom Output Interface field, specify the name of the interface.

The user can later go to NetworkNetwork::ConnectionsConnections and click AddAdd, to add the Interface
mentioned under the Custom Output InterfaceCustom Output Interface.

j. Select Reverse match for the output interfaceReverse match for the output interface checkbox
k. Select Enable State MatchEnable State Match checkbox (displays options – one or more can be

selected):

NEWNEW checkbox
ESTABLISHEDESTABLISHED checkbox

Note: The Source MAC Address and Reverse Match for the source MAC AddressNote: The Source MAC Address and Reverse Match for the source MAC Address

fields are applicable only for Output, POSTROUTING, and FORWARD chains.fields are applicable only for Output, POSTROUTING, and FORWARD chains.
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RELATEDRELATED checkbox
INVALIDINVALID checkbox
Reverse state matchReverse state match checkbox

l. On FragmentsFragments drop-down, select one (All packets and fragments, Unfragmented
packets and 1st packets, 2nd and further packets)

6. On the Protocol menu, select one:

a. NumericNumeric radio button (expands dialog). Enter the Protocol NumberProtocol Number.

b. TCPTCP radio button (expands dialog).

Enter Source Port.Source Port.
Enter Destination Port.Destination Port.
TCP Flag SYN TCP Flag SYN drop-down, select one (Any, Set, Unset)
TCP Flag ACKTCP Flag ACK  drop-down, select one (Any, Set, Unset)
TCP Flag FINTCP Flag FIN drop-down, select one (Any, Set, Unset)
TCP Flag RSTTCP Flag RST  drop-down, select one (Any, Set, Unset)
TCP Flag URGTCP Flag URG drop-down, select one (Any, Set, Unset)
TCP Flag PSHTCP Flag PSH drop-down, select one (Any, Set, Unset)
Reverse Match for TCP FlagsReverse Match for TCP Flags checkbox

c. UDPUDP radio button (expands dialog)
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Enter Source PortSource Port
Enter Destination PortDestination Port

d. ICMPICMP radio button (expands dialog)

On ICMP TypeICMP Type drop-down, select one (Any, Echo-Reply, Destination
Unreachable, Network Unreachable, Host Unreachable, Protocol
Unreachable, Port Unreachable, Fragmentation Needed, Source Route
Failed, Network Unknown, Host Unknown, Network Prohibited, Host
Prohibited, TOS Network Unreachable, TOS Host Unreachable,
Communication Prohibited, Host Precedence Violation, Precedence Cutoff,
Source Quench, Redirect, Network Redirect, Host Redirect, TOS Network
Redirect, TOS Host Redirect, Echo Request, Router Advertisement, Router
Solicitation, Time Exceeded, TTL Zero During Transit, TTL Zero During
Reassembly, Parameter Problem, Bad IP Header, Required Option Missing,
Timestamp Request, Timestamp Reply, Address Mask Request, Address Mask
Reply)
Select Reverse match for ICMP typeReverse match for ICMP type checkbox
Select Reverse match for the protocolReverse match for the protocol checkbox

Select Reverse match for source portReverse match for source port checkbox

Select Reverse match for destination portReverse match for destination port checkbox

7. From the Log OptionsLog Options menu:

a. From the  Log LevelLog Level drop-down list, select one (Debug, Info, Notice, Warning, Error,
Critical, Alert, Emergency)

b. Enter Log PrefixLog Prefix
c. Select the Log TCP Sequence NumbersLog TCP Sequence Numbers checkbox
d. Select the Log Options from the TCP Packet HeaderLog Options from the TCP Packet Header checkbox
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e. Select the Log Options from the IP Packet HeaderLog Options from the IP Packet Header checkbox

8. Click SaveSave.

Edit ChainEdit Chain

1. Go to Security :: Firewall.

2. In the Chain column, locate and click on the checkbox.

3. Click EditEdit (displays dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete ChainDelete Chain

1. Go to Security :: Firewall.

2. In the Chain column, locate and select the checkbox on the name.

3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Move Chain UpMove Chain Up

1. Go to Security :: Firewall.

2. In the Chain column, locate and select the checkbox on the name.

3. Click UpUp to move up.

Move Chain DownMove Chain Down

1. Go to Security :: Firewall.

2. In the Chain column, locate and select the checkbox on the name.

3. Click DownDown to move down.
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When password rules are configured for the Nodegrid Platform, all local user accounts are subject.
The administrator can set password complexity as well as password expiration.

Password Rules tabPassword Rules tab
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Modify Password RulesModify Password Rules

1. Go to Security :: Password Rules. 

2. On the Password Enforcement menu, enter the details:

a. Check the Password ComplexityCheck the Password Complexitycheckbox (expands dialog).
i. Minimum Number of DigitsMinimum Number of Digits (default: 0)
ii. Minimum Number of Upper Case CharactersMinimum Number of Upper Case Characters (default: 0)
iii. Minimum Number of Special CharactersMinimum Number of Special Characters (default: 0)
iv. Minimum SizeMinimum Size. (default: 8)

b. Number of Passwords to Store in HistoryNumber of Passwords to Store in History (default: 1)

3. On the Password Expiration menu, enter the details:

a. Min DaysMin Days (default: 0)
b. Max DaysMax Days (default: 99999)
c. Warning DaysWarning Days (default: 7)

4. Click SaveSave.

Manage Password RulesManage Password Rules
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When the password is configured to expire after a specified time, on user login, this is the response
on the WebUI. 

When this displays, enter New PasswordNew Password and Confirm PasswordConfirm Password, then click Change PasswordChange Password.

User Response to Expired PasswordUser Response to Expired Password
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User groups combine multiple local and remote users into a single local group. Members are
assigned group-specific roles/permissions. Members have access to devices assigned to that group.
Groups which are authenticated against an external authentication provider are mapped to local
groups. When a user is assigned to a group, that user received the combined access rights.
Administrators can add and delete groups, as well as change permissions. On the device's original
configuration, two default groups are available: Admin and Users. The Admin group grants full system
and target access.

Authorization tabAuthorization tab
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Add User GroupAdd User Group

1. Go to Security :: Authorization.

2. Click AddAdd (displays dialog). 

3. Enter Group NameGroup Name.
4. Click SaveSave.

Delete User GroupDelete User Group

1. Go to Security :: Authorization.

2. Select checkbox next to group to be deleted.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Manage User GroupsManage User Groups
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Groups are configured in this section. To access, click on an existing user group. 

User Group Configuration ProcessUser Group Configuration Process

This is the configuration process for a User Group.

1. Create a user group.
2. Add local and remote users to the group.
3. Configure group system permissions and settings.
4. Assign access to remote server groups.
5. Add devices and configure permissions.
6. Add and configure power outlet details.

Manage User Group ConfigurationManage User Group Configuration
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Add Members to User GroupAdd Members to User Group

1. Go to Security :: Authorization.

2. Click the Group NameGroup Name.
3. On MembersMembers sub-tab, click AddAdd (displays dialog). 

4. In the Local Users (left) panel, to add, select from left-side panel, click AddAdd► to move to right-

side panel. To remove from right-side panel, select, and click ◄RemoveRemove.

5. Click SaveSave.

Members sub-tabMembers sub-tab
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This section explains how to assign system permissions to group profiles. You can manage user
access using permission sets without changing the user profiles. The following table lists:

Available permissions for users.

Description of the permission.

Web UIs and commands demonstrating the functions enabled for the user when each
corresponding permission is enabled.

PermissionPermission DescriptionDescription CommandsCommands
EnabledEnabled

Track System
Information

Allows access to track information about the Nodegrid
devices and the devices connected to them. The
information includes the Event List, System Usage,
Discovery Logs, and so on as indicated in the following
figure.

Configuring Group Profiles PermissionsConfiguring Group Profiles Permissions
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Terminate Sessions Allows to terminate any open Nodegrid sessions.

Software Upgrade and
Reboot System

Allows to upgrade and reboot the Nodegrid software.

Configure System Allows to configure the system.
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Configure User
Accounts

Allows to configure users and groups such as admin
users, root users, and so on. To enable Configure User
Accounts, Configure System Settings must also be
enabled.
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Apply & Save Settings

Executes Nodegrid device configurations Apply settings
and Save Settings.
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Shell Access

Enables shell access to the Nodegrid device.

Manage Devices Enables access to devices connected to the Nodegrid
device. Enabling manage devices will require enabling at
least one of the following permissions at the device level.
Device permissions include:

General Settings

Connection Settings

Inbound Settings

Management

aboutabout

Plaintext
Copy

accessaccess

//
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logginloggin
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s/s/

commancomman

ds/ds/

Plaintext
Copy
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Logging

Custom Fields

Commands

Outlets

Sensor Channels

You can enable either Manage Devices or Configure
System permission. Both these permissions cannot be
selected together for a device.
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ProcedureProcedure

To configure a user profile:

1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name.

3. Click on the ProfileProfile sub-tab.

4. In the System Permissions menu:

a. To add, select from the left-side panel, and click AddAdd► to move to the right-side
panel. To remove from the right-side panel, select, and click ◄RemoveRemove.

b. Select Restrict Configure System Permission to Read OnlyRestrict Configure System Permission to Read Only checkbox (granted
system settings are visible but cannot be changed)

5. In the Profile Settings menu:

a. Select the Menu-driven access to devicesMenu-driven access to devices checkbox (group members presented a
target menu when SSH connection to the Nodegrid device is established).

b. Select the Sudo permissionSudo permission checkbox (users can execute sudo commands).

c. Select the Custom Session TimeoutCustom Session Timeout checkbox (enables a custom session time).
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d. Set Timeout [seconds]Timeout [seconds].

e. On the Startup application menu, select one (CliCli, ShellShell).

6. In the Devices Related Events menu, enter Email Events to Email Events to (comma-separated)

7. Click SaveSave.

NOTENOTE

Email Event Categories and Email Destinations are configured in the Auditing section.
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Assign Remote GroupsAssign Remote Groups

External remote groups must be assigned to a local group. This ensures the remote group gets the
correct permissions.

1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name,
3. On the Remote GroupsRemote Groups sub-tab, enter Remote Group NamesRemote Group Names (comma-separated). 

4. Click SaveSave.

Depending on system permission, access to specific devices can be assigned to groups. Devices
must be added to the group. Appropriate access rights can be set. Multiple devices can be added at
the same time.

Remote Groups sub-tabRemote Groups sub-tab

NOTENOTE

This step is required for LDAP, AD, and Kerberos groups. Radius and TACACS+ authentication
providers use other methods to link external groups/users to local groups.

NOTENOTE

Access permissions to control power outlets are granted through the Outlets permissions and
not through Devices
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Assign Devices (Admin)Assign Devices (Admin)

1. Go to Security :: Authorization :: Members. 

2. Click on AdminAdmin name and go to DevicesDevices sub-tab. 

With the ALL ALL configuration, admin users have all permissions to devices: Read/Write, Power,
Command, etc.

Assign Devices (other groups)Assign Devices (other groups)

1. Go to Security :: Authorization. 

2. Click on UsersUsers (or other group name) and go to DevicesDevices sub-tab. 

3. Click on OTHER DEVICESOTHER DEVICES (displays dialog). 

Devices sub-tabDevices sub-tab

NOTENOTE

No additions/changes can be made to available devices or device permissions.
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4. Device Permissions menu, select checkbox in each section:

5. On Sessions menu, select one (Read-Write, Read-Only, No Access).

6. On Power menu, select one (Power Control, Power Status, No Access).

7. On Door menu, select one (Door Control, Door Status, No Access)

8. Select checkboxes, as appropriate:
MKSMKS (access to MKS sessions)
KVMKVM (access to KVM sessions)
Reset DeviceReset Device (permission to reset a device session)
SP ConsoleSP Console (access to IPMI console sessions - serial over LAN)
Virtual MediaVirtual Media (access to start a Virtual Media session to an IPMI device)
Access Log AuditAccess Log Audit  (access to read the access log of an IPMI device)
Access Log ClearAccess Log Clear (permission to clear the access log of an IPMI device)
Event Log AuditEvent Log Audit  (permission to read the device-specific event log)
Event Log ClearEvent Log Clear (permission to clear the device-specific Event Log)
Sensors DataSensors Data (permission to access monitoring features)
MonitoringMonitoring (permission to read sensor data)
Custom CommandsCustom Commands (permission to execute custom commands).

9. Click SaveSave.

Add Devices and Configure PermissionsAdd Devices and Configure Permissions

NOTENOTE

To add individual devices and set permissions, use the Add Devices and Configure
Permissions procedure.
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1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name.
3. On the DevicesDevices sub-tab, click AddAdd (displays dialog). 

4. On Devices to Manage menu, on Devices panel: To add, select from left-side panel, click AddAdd►

to move to right-side panel. To remove from right-side panel, select, and click ◄RemoveRemove.

5. On Device Permissions menu, select as needed:

a. On Sessions menu, select one (Read-Write, Read-Only, No Access).

b. On Power menu, select one (Power Control, Power Status, No Access).

c. On Door menu, select one (Door Control, Door Status, No Access)

6. Select/unselect the following settings (as needed):

MKSMKS (access to MKS sessions)
KVMKVM (access to KVM sessions)
Reset DeviceReset Device (permission to reset a device session)
SP ConsoleSP Console (access to IPMI console sessions - serial over LAN)
Virtual MediaVirtual Media (access to start a Virtual Media session to an IPMI device)
Access Log AuditAccess Log Audit  (access to read the access log of an IPMI device)
Access Log ClearAccess Log Clear (permission to clear the access log of an IPMI device)
Event Log AuditEvent Log Audit  (permission to read the device-specific event log)
Event Log ClearEvent Log Clear (permission to clear the device-specific Event Log)
Sensors DataSensors Data (permission to access monitoring features)
MonitoringMonitoring (permission to read sensor data)
Custom CommandsCustom Commands (permission to execute custom commands).
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7. Click SaveSave.

Edit Device in GroupEdit Device in Group

1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name.
3. Click on the DevicesDevices sub-tab.
4. In the NameName column, click on the device name. Alternatively, select checkbox and click EditEdit.
5. Make changes as needed.
6. Click SaveSave.

Delete Device from GroupDelete Device from Group

1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name.
3. Click on the DevicesDevices sub-tab.
4. Select checkbox and click DeleteDelete.
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Add and Configure Power OutletsAdd and Configure Power Outlets

Access permissions for power outlets from Rack PDUs are controlled individually as the power to
turn on or off a device can have severe consequences for the running of a data center or remote
location. The assignment of permissions is analogous to device's access permissions.

1. Go to Security :: Authorization.

2. Click on the Group NameGroup Name.
3. Click OutletsOutlets sub-tab. 

4. Click AddAdd (displays dialog).  

5. On Outlets to Control menu, Outlets panel: To add, select from left-side panel, click AddAdd► to

move to right-side panel. To remove from right-side panel, select, and click ◄RemoveRemove.
6. On Outlet Permissions menu, select one:

Power ControlPower Control radio button (permission to turn on or off an outlet)
Power StatusPower Status radio button (permission to see the current outlet status)
No AccessNo Access  radio button (no access to outlet)

7. Click SaveSave.

Outlets sub-tabOutlets sub-tab
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The Nodegrid platform allows use of SSH keys for authorization. The feature is often used to allow
automation systems to gain secure access without a password. It works well with direct Shell access
and users who want to use SSH keys for a local home directory. This feature is available for all local,
LDAP, AD, and TACACS+ users. Radius users cannot use SSH keys for authentication.

Configure SSH Key AuthorizationConfigure SSH Key Authorization

1. Go to Security :: Authorization.

2. In the Group column, click on a name.
3. On the group's ProfileProfile sub-tab, in Startup application menu:

a. Select ShellShell radio button (gives group members default shell access, and not CLI
access, on connection via SSH). 

b. Click SaveSave.

4. Go to Security :: Local Accounts.

5. Create a local user and add to the new group.

The SSH key can be used for authentication. The default SSH tools can copy the SSH key to the
Nodegrid device (i.e., SSH-copy-id).

Configure SSH Key AuthenticationConfigure SSH Key Authentication

NOTENOTE

If the user needs default CLI access, and not Shell access, remove the user from the newly
created Group.
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Authentication validates the user, usually with credentials that, most often, take the form of a
username and password. Authorization is an essential security feature that complements
authentication. Once authenticated with credentials, authorization determines access (i.e.,
directories, functions, features, and displays).

Nodegrid devices have a built-in admin user account named 'admin'. This has full access and rights
to all configurable unit functions: network, security, authentication, authorization, managed devices,
including other users. The admin account cannot be deleted (initial default password: admin).

Authentication of local users and groups is fully supported, as well as external users and groups.
External authentication of users and groups can be done through LDAP/AD, TACACS+, Radius and
Kerberos.

By default, all users have access to enabled managed devices. Based on assigned groups, users
have limited access to Nodegrid Web portal management attributes. User privileges can be modified
with profile and access rights in an authorization group.

A user in the Admin group has the same administrative privileges as the initial admin user. Each user
must have a specific user account on a Nodegrid device. An external authentication server can
provide authenticated access. A user can be assigned to one or more groups.

Authentication tabAuthentication tab

NOTENOTE

For security reasons, during the first login, administrators are immediately required to change
the default password. Use the Change Password option on the pull-down menu under the
username (upper right corner of the WebUI).

NOTENOTE

The device's root user and Admin group users can still bypass 2-Factor Authentication in
Console and WebUI, in case the remote server is unreachable.
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Authentication server configuration is done on this page.

Edit Local AuthenticationEdit Local Authentication

Click on the Index of the Local authentication server to enable/disable it, or set 2-Factor

Authentication if a method is configured in the 2-Factor tab:

Add Remote ServerAdd Remote Server

1. Go to Security :: Authentication :: Servers.

2. Click AddAdd (displays dialog):

3. On MethodMethoddrop-down, select one (LDAP or AD, RADIUS, TACACS+, Kerberos). (Additional
options display, depending on selection):

On 2 Factor Authentication2 Factor Authentication  drop-down, select one (None, Enabled)
On StatusStatus drop-down, select one (Enabled, Disabled)
Select Fallback if denied accessFallback if denied access checkbox

Servers sub-tabServers sub-tab
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Enter Remote Server Remote Server (IP address of remote server).

4. If MethodMethod selection is: LDAP or AD: LDAP or AD

a. Enter BaseBase (root DN or a sublevel DN – highest point used to search for users or
groups).

b. Select/unselect Authorize users authenticated with ssh public keyAuthorize users authenticated with ssh public key checkbox
(default: disabled).

c. On SecureSecure drop-down, select one (On, Off, Start_TLS) (default: Off).
d. Select/unselect Global Catalog ServerGlobal Catalog Server checkbox (if enabled, uses an Active

Directory Global Catalog Server).
e. Enter LDAP PortLDAP Port (or accept "default").
f. Enter Database Username,  Database PasswordDatabase Username,  Database Password and Confirm Password.Confirm Password.

g. Enter Login AttributeLogin Attribute  (contains username - for AD, default: sAMAccountName).
h. Enter Group AttributeGroup Attribute  (group identifier - for AD, default: memberOf).
i. Enter Search Filter.Search Filter.
j. Select/unselect Search Nested Groups (AD only)Search Nested Groups (AD only) checkbox (default: disabled).

k. Enter Group BaseGroup Base.

Example: OpenLDAP ConfigurationExample: OpenLDAP Configuration

Status: True; Fallback if denied access: True; Remote Server: 192.168.1.1;
Base: dc=zpe, dc=net; Secure: Off; Global Catalog Server: False; Database
Username: cn=admin, dc=zpe, dc=net; Login Attribute: cn; Group Attribute:
Member, UID

Example: Active Directory ConfigurationExample: Active Directory Configuration

Status: True; Fallback if denied access: True; Remote Server: 192.168.1.1;
Base: dc=zpesystems, dc=com; Secure: Start TLSl; Global Catalog Server:
True; Database Username: cn=Administrator, cn=Users, dc=zpesystems,
dc=com; Login Attribute: sAMAccountName; Group Attribute: memberOf
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5. If MethodMethod selection: RADIUS RADIUS (displays dialog). 

a. Enter Accounting Server.Accounting Server.
b. Enter  Radius PortRadius Port (or accept "default").
c. Enter Radius Accounting PortRadius Accounting Port (or accept "default").
d. Enter SecretSecret and Confirm Secret.Confirm Secret.
e. Enter Timeout.Timeout.
f. Enter  Retries.Retries.

g. Select Enable ServiceType attribute association to local authorizationEnable ServiceType attribute association to local authorization
group group checkbox (allows assignment of Radius Service Types to Nodegrid local
groups).

Configure Nodegrid as a FreeRadius Server - CLI ProcedureConfigure Nodegrid as a FreeRadius Server - CLI Procedure
(example)(example)

1. Create the file "/usr/share/freeradius/dictionary.zpe" with the content listed
below:

2. Edit the file "/usr/share/freeradius/dictionary". In the file, add a line with
dictionary.zpe (suggested location).

3. In /etc/freeradius/users, assign user groups. Define the "Framed-Filter-ID"
attribute (as before) or define a new attribute "ZPE-User-Groups".

VENDOR  ZPE  42518VENDOR  ZPE  42518

BEGIN-VENDOR ZPEBEGIN-VENDOR ZPE

        ATTRIBUTE ZPE-User-Groups 1 stringATTRIBUTE ZPE-User-Groups 1 string

END-VENDOR   ZPEEND-VENDOR   ZPE

None Copy

$INCLUDE dictionary.zpe$INCLUDE dictionary.zpe

$INCLUDE dictionary.jradius$INCLUDE dictionary.jradius

None Copy

NOTENOTE

If both attributes are defined, "ZPE-User-Groups" takes precedence.
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6. If MethodMethod selection: TACACS+ TACACS+ (displays dialog).
a. Enter Accounting Server.Accounting Server.
b. Select Authorize users authenticated with ssh public keyAuthorize users authenticated with ssh public key checkbox.
c. Enter TACACS+ PortTACACS+ Port (default: 49).
d. On ServiceService drop-down, select one (PPP, Shell, raccess) (default: raccess).
e. Enter SecretSecret and Confirm Secret.Confirm Secret.
f. Enter TimeoutTimeout (default: 2).

g. Enter RetriesRetries (default: 2).
h. On TACACS+ VersionTACACS+ Version drop-down, select one (V0, V1, V0_V1, V1_V0) (default: V1).
i. Enter Enforce Source IPEnforce Source IP for AAA authentication (available in v5.8+).
j. Select Enable User-Level attribute of Shell and raccess services associationEnable User-Level attribute of Shell and raccess services association

to local authorization groupto local authorization group checkbox (expands dialog with 15 User Levels).
Per instruction, “Enter local authorization group name for each User Level.”

7. If MethodMethod selection is: Kerberos Kerberos (displays dialog).
a. Enter Realm Domain Name.Realm Domain Name.
b. Enter  Domain Name.Domain Name.

8. Click SaveSave.

Set 2-Factor Authentication for Admin/Root UsersSet 2-Factor Authentication for Admin/Root Users

1. Go to Security :: Authentication :: Servers.

2. In Index column, click the index to be updated (displays dialog).

3. Select Apply 2-Factor Authentication for Admin and Root usersApply 2-Factor Authentication for Admin and Root users checkbox (if not
selected, Admin and Root roles can use single logon).

4. Click SaveSave.

Edit a ServerEdit a Server

1. Go to Security :: Authentication :: Servers.

2. In Index column, click the index to be updated (displays dialog).

NOTENOTE

User Level displays User Level 1 through User Level 15.
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3. Make changes, as needed.
4. Click SaveSave.

Delete a ServerDelete a Server

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Move Index Priority UpMove Index Priority Up

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox.
3. Click UpUp to move the selection up in the table.
4. Click SaveSave.

Move Index Priority DownMove Index Priority Down

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox.
3. Click DownDown to move the selection down in the table.
4. Click SaveSave.

Enable/disable Console AuthenticationEnable/disable Console Authentication

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox).
3. Click ConsoleConsole (displays dialog).

4. Select Enable Admin and Root users Fallback to Local Authentication onEnable Admin and Root users Fallback to Local Authentication on
Console Console checkbox.

5. Click SaveSave.

Set Default GroupSet Default Group

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox.
3. Click Default GroupDefault Group (displays dialog). 
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4. On Default Group for Remote ServerDefault Group for Remote Server drop-down, select one.
5. Click SaveSave.

Set Realms Set Realms 

(available in v5.6+)

Realms allow the user to select authentication server when logging in with the notation user@server
or server\user.

1. Go to Security :: Authentication :: Servers.

2. Locate and select checkbox.
3. Click RealmsRealms (displays dialog). 

4. Select Enable Authentication Server Selection Based on RealmsEnable Authentication Server Selection Based on Realms checkbox.
5. Click SaveSave.
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This sets up 2-factor authentication (2FA) with RSA or OTP methods. 2FA requires Nodegrid to pair
with an external service that provides the corresponding method. The service is consulted at each
login for users with 2FA enabled.

Add 2-Factor ConfigurationAdd 2-Factor Configuration

1. Go to Security :: Authentication :: 2-Factor.

2. Click AddAdd (displays dialog): 

3. Enter NameName as an arbitrary identifier.
4. On MethodMethod drop-down, select one (OTP, RSA). Dialog changes.
5. On StatusStatus drop-down, select one (Enabled, Disabled). The authentication method will only

apply when Enabled.
6. If configuring the OTP method (see additional steps in the "Configure OTP for a user" section

below):
a. OTP (One-Time Password) 2FA works by setting up an initial pairing between a

Nodegrid user and an external service supporting the chosen Type (such as Google

Authenticator, Microsoft Authenticator, Free OTP, etc.). After the initial pairing, upon
each login, the user with OPT configured will be required to enter their password as
well as a code provided by the external authenticator service.

b. Select a Type Type depending on the external authenticator service selected:

2-Factor sub-tab2-Factor sub-tab
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i. Time-based (TOTP): the provided code is time-sensitive, changing
periodically

ii. Counter-based (HOTP): the provided code changes at every use, and only
when used

c. Choose whether or not to Enforce OTP setup during login. If selected, all users will

be prompted and forced to setup OTP on their next login. If not selected, users can
choose to setup OTP on the "Change Password" screen.

7. If configuring the RSA method (see additional steps in "Configure RSA SecurID (2-Factor)"

section below):

a. Enter Rest URL.Rest URL.
b. Select Enable ReplicasEnable Replicas checkbox (expands dialog). Enter ReplicasReplicas. 

8. Enter Client Key.Client Key.
9. Enter Client ID.Client ID.

10. Select  Enable Cloud Authentication ServiceEnable Cloud Authentication Service checkbox (expands dialog).
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a. Enter Policy ID.Policy ID.
b. Enter Tenant ID.Tenant ID.

11. Enter  Read Timeout [seconds]Read Timeout [seconds] (default: 120).
12. Enter Connect Timeout [seconds]Connect Timeout [seconds] (default: 20).
13. Enter Max RetriesMax Retries (default: 3).
14. Click SaveSave.

Configure OTP authentication for a userConfigure OTP authentication for a user

1. Add and enable an OTP authentication provider (see "Add 2-Factor Configuration" above for
the OTP method)

2. Go to Security :: Authentication :: Servers and set the 2-Factor Authentication option of the

local server to the configured OTP provider (see Authentication tab / Servers sub-tab, Edit

Local Authentication)

3. Login as the user that will configure 2FA
4. Click on user@nodegrid.localdomain at the top banner, and select Change Password:

5. Click on Generate OTP Token

a. Note: if clicking on Reset OTP Token, the current configuration will be erased and a

new one will notnot be set. Useful for enforcing a new setup at next login.

6. Follow the instructions on the dialog (shown below)
a. If OTP is enforced at login, this dialog will also be shown when the user tries to login
b. If desired, note down the "Emergency scratch codes". These can be used instead of

an OTP, but only once per code
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7. Upon each new login, after correctly entering their password, the user will be prompted for an
OTP verification code:

The same applies to CLI:
Shell
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✏ 

And API:
Python
✏ 

8. (Optional) System administrators can reset any user's OTP tokens using the Reset OTP

Token button in Security :: Local Accounts:

Configure RSA SecurID (2-Factor)Configure RSA SecurID (2-Factor)

Step 1 – Add SecurID (WebUI Procedure)Step 1 – Add SecurID (WebUI Procedure)

1. Go to Security :: Authentication :: 2-Factor.

2. Click AddAdd.
3. On the Add dialog, enter NameName (name to identify the SecurID system, i.e., SecurID)

4. Enter Rest URLRest URL (URL to access the SecurID Authentication API – format:
https://5555/mfa/v1_1/authn).

5. Enter Enable ReplicasEnable Replicas(Rest Service URL to failover to the server (up to 15 replicas). One
per line).

a. Enter Client KeyClient Key (available through RSA Security Console. Copy/paste the AccessAccess

KeyKey from the SecurID Security Console. The Access Key is also available at RSA SecurID

Authentication API (under System Settings).

$ $ sshssh  test@nodegridtest@nodegrid

((test@nodegridtest@nodegrid))  Password:Password:

((test@nodegridtest@nodegrid))  Verification code:Verification code:

Bash Copy

url url ==  f'https://f'https://{{NG_IPNG_IP}}/api/v1/Session'/api/v1/Session'

headers headers ==  {{"Content-Type""Content-Type"::  "application/json""application/json",,  "accept""accept"::  

"application/json""application/json"}}

data data ==  f'{{ "username": "f'{{ "username": "{{USERNAMEUSERNAME}}", "password": "", "password": "{{PASSWDPASSWD}}",",  

"verification_code": "824584" }}'"verification_code": "824584" }}'

requestsrequests..postpost((urlurl,,  datadata==datadata,,  headersheaders==headersheaders,,  verifyverify==FalseFalse))

Python Copy
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b. Enter C lient IDClient ID  (retrieve the Server Node name from the Authentication Manager Contact

List.).

6. Select the Enable Cloud Authentication Service Enable Cloud Authentication Service checkbox:
a. Enter Policy IDPoli cy ID : Enter the name of the access policy you want to authenticate with as

specified in the RSA Cloud Administration Console.

b. Enter Tenant ID: Tenant ID: Enter the RSA Cloud Authentication Service Company ID.

7. Click SaveSave.

Step 2 – Set Certificate to access SecurID Server (WebUI Procedure)Step 2 – Set Certificate to access SecurID Server (WebUI Procedure)

1. If the RSA server is through ZPE Cloud Authentication, go to RSA SecurID Access and click
the Lock Lock icon (next to the URL).

a. Locate and click on the Certificate.
b. Click the first/top certificate on the pop-up dialog, and drag it to your desktop.
c. Upload certificate to Nodegrid (certificate is automatically converted to the expected

format).

2. If not via ZPE Cloud:
a. Go to the RSA Operations Console.

b. Download the Signing Root Certificate.
c. Go to Security :: Authentication :: 2-Factor.

d. Click the link representing the SecurID server (added above).
e. Click CertificateCertificate.
f. Select Local ComputerLocal Computer checkbox. Click Choose FileChoose File and select the file (i.e.

RootCA.cer file).
g. Click ApplyApply,

3. Click SaveSave.

Edit 2-Factor ConfigurationEdit 2-Factor Configuration

1. Go to Security :: Authentication :: 2-Factor.

2. In the Name column, click the name to be updated (displays dialog).

3. Make changes, as needed.
4. Click SaveSave.

Delete 2-Factor ConfigurationDelete 2-Factor Configuration

1. Go to Security :: Authentication :: 2-Factor.

2. Locate and select the checkbox.
3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Assign 2-factor to an Authentication MethodAssign 2-factor to an Authentication Method

RSA SecurID 2-factor authentication can be added to any Nodegrid-supported authentication
method: Local, LDAP/AD, Radius, TACACS+, or Kerberos.

Nodegrid authenticates users following the order of the authentication servers, as configured. When
a method succeeds (user authenticated), Nodegrid initiates the 2-factor authentication (if configured).
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The user receives a request from RSA SecurID to provide the token code and PIN (according to the
setup on the user’s RSA Security Console). The process is applied on user login via Web Browser,
SSH, Telnet or Console port.

  RSA Authenticate AppRSA Authenticate App

This applies only to ZPE Cloud Authentication Services. 

1. Download the RSA SecurID Authenticate app.

2. Go to RSA SecurID AccessRSA SecurID Access  and login.
3. Follow the steps to register the device.

NOTENOTE

For the Local authentication method, 2-factor can be enforced or skipped. This allows local
administrators to login without needing to configure counterpart users in the RSA Security
Console.
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With Single Sign-On (SSO), users authenticate once to gain access to multiple secured systems
without resubmitting credentials. Nodegrid currently supports multiple identify providers. 

Add SSOAdd SSO

1. Go to Security :: Authentication :: SSO.

2. Click AddAdd (displays dialog). 

3. Enter Name.Name.
4. On StatusStatus drop-down, select one (Enabled, Disabled).
5. Enter Entity IDEntity ID (globally unique name).
6. Enter SSO URL.SSO URL.
7. Enter Issuer.Issuer.
8. On X-509 Certificate menu, select one:

Local ComputerLocal Computer radio button (expands dialog). Click Choose FileChoose File to locate and
select file. 

Local SystemLocal System radio button (expands dialog). On Certificate NameCertificate Name drop-down,
select one. 

SSO sub-tabSSO sub-tab
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Remote ServerRemote Server radio button (expands dialog). 

Enter URLURL (URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.).
Enter UsernameUsername and Password.Password.
(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name
checkbox.

Text InputText Input radio button (expands dialog). Enter in CertificateCertificate text box. 

9. Select Force Re-authenticationForce Re-authentication checkbox.
10. Select Sign RequestSign Request checkbox.
11. Select Enable Single LogoutEnable Single Logout checkbox (expands dialog). Enter Logout URLLogout URL. 

12. (optional) IconIcon, click Select IconSelect Icon (expands dialog). Click on a logo to set as 2-Factor icon. 

13. Click SaveSave.

The following fields are required to configure a successful SAML flow for each Identity Provider:

SAML RequirementsSAML Requirements
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Identi ty Provider (IDP)Identi ty Provider (IDP) Copy Fie lds  from  Nodegrid  to  IdPCopy Fie lds  from  Nodegrid  to  IdP Pas te  Fie lds  from  IDP to  NodegridPas te  Fie lds  from  IDP to  Nodegrid

Duo Login URL

Entity ID

SSO URL

Entity ID

Download Certificate

Okta Single Sign On URL

Audience URI (SP Entity ID)

Identity Provider SSO URL

Identity Provider Issuer

X.509 Certificate

G Suite ACS URL

Entity ID

SSO URL

Entity ID

Certificate

Ping Entity ID

ACS URL

Issuer

Idpid

The idpid from Ping is used as the SSO URL field in
Nodegrid:
 https://sso.connect.pingidentity.com/sso/idp/SSO.saml2?
idpid= + the idpid

ADFS Entity ID (maps to Relying party trust identifier)

ACS URL (maps to Trusted URL)

Entity ID

(maps to Issuer on Nodegrid)

IdP configuration fields:IdP configuration fields:

Entity ID (globally unique name for the SP URL)

ACS URL (Assertion Consumer Service URL in which the Identity Provider redirects the user

and sends the SAML assertion after its authentication process.)
Attributes (attributes that IdP sends back with the SAML assertion. SP can have more than

one attribute, nameID is the most common.)
SAML Signature Algorithm (either SHA-1 or SHA-256. Used with X.509 certificate. Default:

SHA-256.)

SP configuration fields:SP configuration fields:

X.509 Certificate (certificate provided by the IdP to allow the SP to verify that the SAML

assertion is from the IdP)
Issuer URL/Entity ID (unique identifier of the IdP)

Single Sign On URL (IdP endpoint that starts the authentication process)

RelayState: (optional) (deep linking for SAML for <ip>/direct/<device>/console)

For more information on SSO, please see
https://support.zpesystems.com/portal/kb/articles/single-sign-on-sso

Import MetadataImport Metadata

1. Go to Security :: Authentication :: SSO.

2. Click Import MetadataImport Metadata (displays dialog). 
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3. Enter Name.Name.
4. On StatusStatus drop-down, select one (Enabled, Disabled).
5. Enter Entity IDEntity ID (globally unique name).
6. On Metadata menu, select one:

Local ComputerLocal Computer radio button (expands dialog). Click Choose FileChoose File, locate and
select. 

Local SystemLocal System radio button (expands dialog). On Metadata FileMetadata File drop-down, select
one. 

Remote ServerRemote Server radio button (expands dialog): 

Enter URLURL (URL can be the IP address or hostname/FQDN. If using IPv6, use
brackets [ ... ]. Supported protocols: FTP, TFTP, SFTP, and SCP.)
Enter UsernameUsername and Password.Password.
(optional) Select The path in url to be used as absolute path nameThe path in url to be used as absolute path name
checkbox.

7. (optional) IconIcon, click Select IconSelect Icon. Click on a logo to set as 2-Factor icon.
8. Select Force Re-authenticationForce Re-authentication checkbox.
9. Select Sign RequestSign Request checkbox.
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10. Select Enable Single LogoutEnable Single Logout checkbox.
11. Click SaveSave.
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There are eight built-in default chains (cannot be deleted): IPv4 with four, IPv6 with four. These
accept Pre-routing, Output, Input, and Post-routing packets. Rules can be created for each chain. 

NAT tabNAT tab
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Add a ChainAdd a Chain

1. Go to Security :: NAT.

2. Click AddAdd (displays dialog). 

3. On Type menu, select one:
IPv4IPv4 radio button
IPv6IPv6 radio button

4. Enter ChainChain (name of this chain).
5. Click SaveSave.

Delete a ChainDelete a Chain

1. Go to Security :: NAT.

2. Select checkbox next to name to be deleted.
3. Click DeleteDelete.
4. On confirmation dialog, click OKOK.

Change Chain PolicyChange Chain Policy

1. Go to Security :: NAT.

2. In the Chain column, select checkbox next to a chain.

3. Click Change PolicyChange Policy (displays dialog). On PolicyPolicy drop-down, select one (ACCEPT,
DROP). 

Manage NAT ChainsManage NAT Chains
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4. Click SaveSave.
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To manage chain functions/settings, click on the name in the Chain column (displays dialog). 

Add Chain Setting (all Type selections)Add Chain Setting (all Type selections)

1. Go to Security :: NAT.

2. In the Chain column, locate and click on the name (displays dialog).

3. Click AddAdd (displays dialog). 

Manage NAT Chain SettingsManage NAT Chain Settings

Note: If you import a configuration for a chain through CLI, the rules defined for the specifiedNote: If you import a configuration for a chain through CLI, the rules defined for the specified

chain(s) wi ll be overridden by the imported configuration. For example, i f you are importingchain(s) wi ll be overridden by the imported configuration. For example, i f you are importing

configuration For the INPUT and OUTPUT chains, the FORWARD chain wi ll not be changed, onlyconfiguration For the INPUT and OUTPUT chains, the FORWARD chain wi ll not be changed, only

the INPUT and OUTPUT chains are updated.the INPUT and OUTPUT chains are updated.
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4. On Target menu:

a. On TargetTarget drop-down, select one (ACCEPT, DNAT, REDIRECT, LOG, RETURN).
b. Enter Rule Number.Rule Number.
c. Enter Description.Description.

5. On the Match Options menu:

a. Enter Source IP/Mask.Source IP/Mask.
b. Select Reverse match for source IP/maskReverse match for source IP/mask checkbox.
c. Enter Destination IP/Mask.Destination IP/Mask.
d. Enter Source MAC Address.Source MAC Address.
e. Select Reverse match for source MAC addressReverse match for source MAC address checkbox.

f. Select Reverse match for destination IP/maskReverse match for destination IP/mask checkbox.
g. Select the required Input Interface from the drop-down list. (Any, lo, eth0, eth1).

Select Reverse match for the input interfaceReverse match for the input interface checkbox.
h. Select Enable State MatchEnable State Matchcheckbox (displays options – one or more can be

selected):
NEWNEW checkbox
ESTABLISHEDESTABLISHED checkbox

Note: The Source MAC Address and Reverse Match for the source MACNote: The Source MAC Address and Reverse Match for the source MAC
Address fields are applicable only for Input, PREROUTING, andAddress fields are applicable only for Input, PREROUTING, and
FORWARD chains.FORWARD chains.

Note: The Source MAC Address and Reverse Match for the source MAC AddressNote: The Source MAC Address and Reverse Match for the source MAC Address

fields are applicable only for Input, PREROUTING, and FORWARD chainsfields are applicable only for Input, PREROUTING, and FORWARD chains   
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RELATEDRELATED checkbox
INVALIDINVALID checkbox
SNATSNAT  checkbox
DNATDNAT  checkbox
Reverse state matchReverse state match checkbox

6. On the FragmentsFragments drop-down, select one (All packets and fragments, Unfragmented packets
and 1st packets, 2nd and further packets).
(if TypeType  selection: DNATDNAT) Enter To DestinationTo Destination.

7. On the Protocol menu, select one:

NumericNumeric radio button (expands dialog). Enter the Protocol NumberProtocol Number. 

TCPTCP radio button (expands dialog). 

Enter Source Port.Source Port.
Enter Destination Port.Destination Port.
Enter To Ports.To Ports.
TCP Flag SYNTCP Flag SYN drop-down, select one (Any, Set, Unset).
TCP Flag ACKTCP Flag ACK  drop-down, select one (Any, Set, Unset).
TCP Flag FINTCP Flag FIN drop-down, select one (Any, Set, Unset).
TCP Flag RSTTCP Flag RST  drop-down, select one (Any, Set, Unset).
TCP Flag URGTCP Flag URG drop-down, select one (Any, Set, Unset).
TCP Flag PSHTCP Flag PSH drop-down, select one (Any, Set, Unset).
Select Reverse Match for the TCP FlagsReverse Match for the TCP Flags checkbox.
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UDPUDP radio button (expands dialog):

Enter Source Port.Source Port.
Enter Destination Port.Destination Port.
Enter To Ports.To Ports.

ICMPICMP radio button (expands dialog):

On ICMP TypeICMP Type drop-down, select one.
Select Reverse match for ICMP typeReverse match for ICMP type checkbox.

8. Select Reverse match for the protocolReverse match for the protocol checkbox.
9. Select Reverse match for the source portReverse match for the source port checkbox.

10. Select Reverse match for the destination portReverse match for the destination port checkbox.
11. On the Log Options menu (shows when TypeType selection: LOGLOG).

a. On the Log LevelLog Level drop-down, select one (Debug, Info, Notice, Warning, Error,
Critical, Alert, Emergency).

b. Enter Log ProfileLog Profile (name of this profile).
c. Select Log TCP Sequence NumbersLog TCP Sequence Numbers checkbox.
d. Select Log Options From The TCP Packet HeaderLog Options From The TCP Packet Header checkbox.
e. Select Log Options From The IP Packet HeaderLog Options From The IP Packet Header checkbox.

12. Click SaveSave.

Edit Chain SettingEdit Chain Setting

1. Go to Security :: NAT.
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2. In the Chain column, locate and click on the checkbox.

3. Click EditEdit (displays dialog).
4. Make changes, as needed.
5. Click SaveSave.

Delete Chain SettingDelete Chain Setting

1. Go to Security :: NAT.

2. In the Chain column, locate and select the checkbox next to the name.

3. Click DeleteDelete.
4. On the confirmation dialog, click OKOK.

Move Chain UpMove Chain Up

1. Go to Security :: NAT.

2. In the Chain column, locate and select the checkbox on the name.

3. Click UpUp to move up.

Move Chain DownMove Chain Down

1. Go to Security :: NAT.

2. In the Chain column, locate and select the checkbox on the name.

3. Click DownDown to move down.
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The device's security level is configured here. This includes active service settings for ZPE Cloud,
managed devices, intrusion prevention, SSH, web service settings, and cryptographic protocols. 

Services tabServices tab
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General security service settings are configured on this page. Because of this complexity, it is
recommended to prepare a document that defines how the company security requirements are
implemented with the device security settings. 

Configure General ServicesConfigure General Services

1. Go to Security :: Services :: General Services. Enter details:

2. In the ZPE Cloud section(cloud-based management platform for Nodegrid products):

a. Select Enable ZPE CloudEnable ZPE Cloud checkbox (Nodegrid NSR, GSR, BSR, LSR, HSR -
default: enabled. Nodegrid Serial Console - default: disabled). When Once enabled
you can access this device from the ZPE cloud.

b. ZPE Cloud URL: ZPE Cloud URL: This is a read-only field, that automatically populates the URL to
the ZPE cloud.

c. Enable Remote AccessEnable Remote Access : Check this field to remotely access the device, this is
useful when you want to take the backup of the data.

d. (optional) Enable File Protection:Enable File Protection: If enabled, file transfer requires an authentication
hash based on this password to validate file integrity and origin. The field is disabled
by default. If enabled, enter PasscodePasscode and Confirm PasscodeConfirm Passcode.   

 

3. Select Enable File Encryption Enable File Encryption checkbox (expands dialog)

a. On the File Encryption Mode menu (select one):

Encryption by PasscodeEncryption by Passcode  radio button. Enter the  Encryption PasscodeEncryption Passcode

 and  Confirm the Encryption PasscodeConfirm the Encryption Passcode .  

   

General Services sub-tabGeneral Services sub-tab
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Encryption by an Asymmetric KeyEncryption by an Asymmetric Key radio button. Select Encryption withEncryption with
Base64Base64 checkbox.   

 

4. In the Active ServicesActive Services   section (select all that apply):

a. Enable detection of USB devices: Enable detection of USB devices: If enabled, detect if any USB is attached to the
device.

b. Enable RPC: Enable RPC: Enable if you want to request services from other programs on a
different machine in a network.

c. Enable gRPCEnable gRPC checkbox: If enabled, enter gRPC PortgRPC Port (default: 4830) 

 

d. Enable FTP ServiceEnable FTP Service checkbox.  

e. Enable SNMP ServiceEnable SNMP Service checkbox (default: enabled)

f. Enable Telnet Service to NodegridEnable Telnet Service to Nodegrid checkbox (expands dialog). Enter Telnet TCPTelnet TCP
PortPort (default: 23).   

 

g. Enable Telnet Service to Managed DevicesEnable Telnet Service to Managed Devices checkbox

h. Enable ICMP echo replyEnable ICMP echo reply checkbox

i. Enable ICMP secure redirectsEnable ICMP secure redirects checkbox

j. Enable USB over IPEnable USB over IP checkbox 

 

k. Enable Search EngineEnable Search Engine checkbox (expands dialog). Select Enable DashboardsEnable Dashboards
checkbox.  

l. Enable TelegrafEnable Telegraf checkbox
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m. Enable Services Status PageEnable Services Status Page (<NG URL>/services/status) used to determine
functioning services.   

 

n. Enable reboot on Services Status PageEnable reboot on Services Status Page checkbox (allows device reboot on the
/services/status page)

5. In the Enable Vi rtual ization ServicesEnable Vi rtual ization Services  section(select all that apply):

a. Enable Docker: Enable Docker: When you enable the field, the Docker directory locationDocker directory location drop-
down list is displayed. It lists all the suitable locations to which the Docker daemon
and its files can be moved and lists any disk or partition that is formatted and
mounted. The Default option points to the primary disk location;   /var/l ib/var/l ib . 

 

If there is not enough space in the selected folder, an error is displayed: 

   

b. If there is an existing folder called Docker, Docker, an error is displayed: 

    

c. Enable Qemu/KVMEnable Qemu/KVM checkbox

d. Enable VMware ManagerEnable VMware Manager checkbox

e. Cluster TCP PortCluster TCP Port (default: 9966)

f. Enable Automatic Cluster EnrollmentEnable Automatic Cluster Enrollment checkbox

g. Search Engine TCP PortSearch Engine TCP Port (default: 9300)

h. Enable Search Engine High Level Cipher SuiteEnable Search Engine High Level Cipher Suite checkbox

i. Enable VM Serial accessEnable VM Serial access checkbox (default: enabled)   
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VM Serial PortVM Serial Port (default: 9977)

vMotion timeout [seconds]vMotion timeout [seconds] (default: 300)

j. Enable Zero Touch ProvisioningEnable Zero Touch Provisioning  checkbox (default: enabled)

k. Enable BluetoothEnable Bluetooth checkbox  

l. Display nameDisplay name (Default format: <ProductName_SerialNumber> This name is
displayed on other devices paired with this device via Bluetooth.

m. Enable Bluetooth Discoverable mode Enable Bluetooth Discoverable mode checkbox (default: Enabled)

n. Enable PXE (Preboot eXecution Environment)Enable PXE (Preboot eXecution Environment)  checkbox (default: enabled)

NOTENOTE

(default: enabled) Completely enables/disables Bluetooth on the device. When
enabled, tethers the network connection via Bluetooth to the device without any
configuration. This tethers the network connection via Bluetooth to be the first
device deployed on the network. This temporary connection reaches ZPE Cloud
to download its full configuration.

NOTENOTE

Enables discovery and pairing of this device to an external device. This tethers
the network connection via Bluetooth to be the first device deployed on the
network. This temporary connection reaches ZPE Cloud to download its full
configuration. When a connection is established to a trusted device, this
discoverable mode can be disabled to ensure other devices cannot pair with this
device.
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o. Block host with multiple authentication failsBlock host with multiple authentication fails checkbox (expands dialog) 
  

   

p. Period Host will stay blocked (min)Period Host will stay blocked (min)  (default: 10). Enter Timeframe to monitor

authentication fails (min) (default: 10).

q. The number of authentication fails to block the hostThe number of authentication fails to block the host (default: 5)

r. Whitelisted IP AddressesWhitelisted IP Addresses  (comma-separated)

s. Allow root console accessAllow root console access checkbox

6. Block Account with multiple authentication failuresBlock Account with multiple authentication failures: Enable this field if you want to lock
the account when the credentials are entered incorrectly multiple times. If you enable the field
enter the following details: 

  

a. Period Account will stay blocked  (min): The duration for which you want to keep the
account locked out. 

b. Timeframe to monitor authentication fails (min): the time frame for which the
authentication failure is monitored

c. Number of Authentication failed to block account: The account will be locked out after
the specified number of attempts

d. Show message when the account is blocked:  If the account gets locked, a relevant
message is displayed in the UI.
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7. Enable Console AccessEnable Console Access : provides administrators the ability to control access to the primary
console interface, which includes both the Console Serial Port and the Video VGA/HDMI and
USB Keyboard ports. 
To allow root console access, select both Enable console accessEnable console access and Allow root consoleAllow root console
accessaccess fields. 

   

When you disable the console access:

a. Critical system components such as Console Live system authentication,
Bootloaders, and root console access are not accessible anymore

b. BIOS settings are accessible, to make it inaccessible use the Password protectedPassword protected
boot boot feature.

c. Unchecking Allow root console accessAllow root console access disables access to the root users as well
and they will encounter a login incorrect error message as shown in the following
example.

System Console Events is turned off. 

On the Managed Devices menu (select all that apply):

1. Device access is enforced via user group authorization Device access is enforced via user group authorization checkbox (If enabled, users can

only access devices listed in the user's authorization groups. If not enabled, all enrolled devices are

available.).

nodegrid login: rootnodegrid login: root

Login incorrectLogin incorrect

nodegrid login: Event Notification from nodegrid. Reported onnodegrid login: Event Notification from nodegrid. Reported on  

2024-04-17T11:51:04z. Event ID 202: User authentication failed.2024-04-17T11:51:04z. Event ID 202: User authentication failed.  

User: root on 'ttyS0'.User: root on 'ttyS0'.  

Plaintext Copy

Note:Note:

It's crucial to carefully consider the implications of disabling the main console port. This action
may impact low-level maintenance tasks that necessitate direct access to the system. Make
sure to evaluate your specific requirements for maintenance and security before disabling
Console Access.
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2. Enable the AutodiscoveryEnable the Autodiscovery  checkbox. Select the DHCP lease controlled by thethe DHCP lease controlled by the
autodiscovery rulesautodiscovery rules checkbox (default: disabled). 
  

  

On FIPS 140-3 menu: (available in v5.8+)

1. Select the Enable FIPS 140-3Enable FIPS 140-3  checkbox. Enabling FIPS 140-3 on a Nodegrid device ensures

FIPS compliance, limiting cryptographic services to the FIPS provider for the applications that rely on

OpenSSL for these services.

Network services and ports that rely on OpenSSL for cryptographic services will be FIPS 140-3

compliant when enabled, including:

HTTPS (TCP port 443)

SSH client and server (TCP port 22)

SNMP (TCP port 161)

Cluster (TCP port 9966)

For a more detailed list, refer to the FIPS 140-3 status page (Click on the FIPS 140-3 button

on the top right of the web UI).

2. In the user interface, the Banner (right side) shows FIPS 140-3 is active.   

NOTENOTE

Enabling or disabling FIPS 140-3 requires the Nodegrid device to be rebooted
for all changes to take effect.
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3. Click the FIPS 140-3FIPS 140-3  button to display the status. 

 

4. You may also verify that FIPS is enabled from the root shell using the following

command: 

5. On the SSH menu:

Select SSH allow root accessSSH allow root access checkbox (default: disabled).

Enter SSH TCP PortSSH TCP Port (default: 22).

Enter SSH CiphersSSH Ciphers (comma-separated) (default: blank).

Enter SSH MACsSSH MACs (comma-separated) (default: blank).

Enter SSH Kex Algorithms SSH Kex Algorithms (comma-separated) (default: blank).

6. On the Web Service menu:

a. Select Enable HTTP accessEnable HTTP access checkbox (default: enabled). Enter HTTP PortHTTP Port
(default: 80).  

Select Enable HTTPS accessEnable HTTPS access checkbox (default: enabled).   

root@nodegrid:~# openssl list -providersroot@nodegrid:~# openssl list -providers

Providers:Providers:

    basebase

        name: OpenSSL Base Providername: OpenSSL Base Provider

        version: 3.0.12version: 3.0.12

        status: activestatus: active

    fipsfips

        name: OpenSSL FIPS Providername: OpenSSL FIPS Provider

        version: 3.0.10version: 3.0.10

        status: activestatus: active  

Plaintext Copy
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Enter HTTP PortHTTP Port  (default: 443).

Select Redi rect HTTP to HTTPSRedi rect HTTP to HTTPS checkbox (default: enabled).

7. Select the Enable HTTP/S File Repository Enable HTTP/S File Repository checkbox (default: disabled).

You can enable access to the Web UI using the CLI. To do this, access the Console and run
the following commands. This method is useful if a user gets locked out of the Web UI and
when HTTP and HTTPS are disabled.

8. On FRR menu, select as needed:

Enable BGPEnable BGP checkbox

Enable OSPFv2Enable OSPFv2 checkbox

Enable OSPFv3Enable OSPFv3 checkbox

Enable RIPEnable RIP checkbox

Enable VRRPEnable VRRP checkbox

9. On Cryptographic Protocols menu, select as needed:

NOTE:NOTE:
When enabled, provide public access to files uploaded in the File Manager/datastore
folder (to access the file publicly, use https://<Nodegrid
URL>/datastore/<filename.ext>). For security reasons, the full path of the file is
required. In addition, "list", "edit", and "post" commands are disabled.

cd/settings/servicescd/settings/services

enable_http_access = yesenable_http_access = yes

http_port = 80http_port = 80

enable_https_access = yesenable_https_access = yes

http_port = 443http_port = 443

redirect_http_to_https = noredirect_http_to_https = no

commitcommit

Plaintext Copy
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TLSv1.3 TLSv1.3 checkbox (default: enabled)

TLSv1.2 TLSv1.2 checkbox (default: enabled)

TLSv1.1 TLSv1.1 checkbox (default: disabled)

TLSv1TLSv1checkbox (default: disabled)

10. On Cipher Suite Level menu, select one:

HighHigh radio button

MediumMedium radio button (default)

LowLow radio button

CustomCustom radio button (expands dialog). Enter Custom Cipher Suite.Custom Cipher Suite. 

11. Click SaveSave. ZPE Cloud ensures all deployment activity is done at the device location.
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This configures intrusion prevention settings. 

Configure Intrusion PreventionConfigure Intrusion Prevention

1. Go to Security :: Services :: Intrusion Prevention.

2. In Access Control menu:

a. Select Rescue Mode requires authenticationRescue Mode requires authentication checkbox.
b. Select Password protected bootPassword protected boot checkbox (password required to reboot).

3. In Drive Encryption menu (only available if drive is OPAL 2 compliant), select Self encryptingSelf encrypting

drivedrive  checkbox. If enabled, the device must be restarted for the change to take effect. 

a. On Lock Password menu, select one:

Random auto-generated Random auto-generated radio button.

User definedUser defined radio button. Enter PasswordPassword.

4. Click SaveSave.

Change Boot Mode to LegacyChange Boot Mode to Legacy

Intrusion Prevention sub-tabIntrusion Prevention sub-tab

WARNINGWARNING

On Boot Mode menu, do NOT select Legacy radio button. It is a weaker configuration.

IMPORTANTIMPORTANT

Save this Password in a secure location. If lost, it cannot be recovered.
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1. Go to Security :: Services :: Intrusion Prevention.

2. In Boot Mode menu:

3. In Boot Mode, select Legacy Legacy radio button.
4. Click SaveSave.
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Install or upgrade SED Pre-Boot authenticatorInstall or upgrade SED Pre-Boot authenticator

SED must be disabled before upgrading or installing the SED PBA. If currently enabled, enter the
unlock password and disable it.

1. Contact a ZPE representative to get valid copies of these PBA image files:
pba.img
pba.img.sha256

2. Copy the files to /var/sed
3. Restart system and boot into Rescue Mode.
4. Execute the script:

5. When prompted, type:

6. Enter path to the SED PBA image file.
7. Enter path to the SED PBA Image hash file.
8. Accept SED PBA version check.
9. Wait for installation to complete.

10. Once complete, power cycle the device for changes to take effect.

SED Pre-Boot Authenticator (PBA)SED Pre-Boot Authenticator (PBA)

/usr/sbin/sed_install.sh/usr/sbin/sed_install.sh

None Copy

continue.\continue.\

None Copy
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This sets up a GEO Fence. 

GEO Fence tabGEO Fence tab
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Enable GEO FenceEnable GEO Fence

1. Go to Security :: GEO Fence. 

2. Select Enable GEO Fence Enable GEO Fence checkbox (displays dialog).
a. Enter Address LocationAddress Location (a valid address for the device location).
b. Enter Coordinates (Lat, Lon)Coordinates (Lat, Lon) (if GPS is available, click CompassCompass icon or manually

enter GPS coordinates).

3. In Perimeter Type menu:

a. Select CircleCircle radio button (default).
b. Enter Radius (m).Radius (m).

4. In Event Action menu:

a. Enter Number of RetriesNumber of Retries (default: 3).
b. Enter Interval (sec)Interval (sec) (default: 60).
c. On Inside Perimeter ActionInside Perimeter Action  drop-down, select one.
d. On Outside Perimeter ActionOutside Perimeter Action  drop-down, select one.

5. Click SaveSave.

Manage GEO FenceManage GEO Fence
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This tab lists authorized RFID Keys. Currently, these keys are linked to the RFID Door Lock. When a
RIFD Reader door lock is connected to the Nodegrid device, a card with the correct RFID tag (on this
list) must be inserted to unlock the door.

RFID Tag tabRFID Tag tab

NOTENOTE

When the RIFD Reader door lock is connected to the Nodegrid device, it is automatically
recognized.
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Add RFID TagAdd RFID Tag

1. Go to Security :: RFID Tag.

2. Click AddAdd (displays dialog). 

a. Enter Tag Name.Tag Name.
b. Enter Tag ID.Tag ID.

3. Click SaveSave.

Read RFID Tag from CardRead RFID Tag from Card

1. Go to Security :: RFID Tag.

2. Click AddAdd (displays dialog).
3. Click RIFD ReadRIFD Read.
4. Insert Card into RIFD Reader.
5. The Tag NameTag Name and Tag IDTag ID are populated.
6. Click SaveSave.
7. Repeat for additional cards.

Delete RFID TagDelete RFID Tag

1. Go to Security :: RFID Tag.

2. Select checkbox.
3. Click DeleteDelete.

Manage RFID TagManage RFID Tag
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The CertificatesCertificates tab serves as a central hub for creating and managing certificates. Certificates for
the following two functions are managed on this page:

Certificate for Web server:Certificate for Web server:
You can create certificates that can be applied to the web server for secure
communication. 
The Nodegrid-default certificate Nodegrid-default certificate is the default web server certificate generated by
the system.

Certificates for IPsec tunnel:Certificates for IPsec tunnel:
You can create certificates that you can use while creating IPsec tunnels  to ensure
secure authentication, encrypted data transfer, and trust between VPN endpoints. 

ZPE supports X.509 encoded certificates. This includes PCKS, PFX, DEM, and PEM formats.

The Webserver CertificateThe Webserver Certificate

You can create a web server certificate or upload a webserver certificate created outside of
the Nodegrid. The webserver in the Nodegrid uses this certificate for all the HTTP and
HTTPS communication via the web interface.
For Nodegrid version 6.0.2 and above, a default webserver certificate is installed. This certificate

is listed under the CertificatesCertificates tab.
If you have the certificate applied to the system, and you delete the certificate, the certificate
will continue to remain applied to the system. 

Creating a New Certif icateCreating a New Certif icate

You can import a certificate or generate a CSR and use that certificate on the web server or an IPsec
tunnel. 

To create a certificate:

You must first create a CSR; and complete all the required information related to the
certificate, including details such as Common Name, Organization, Organization Unit, and
more. For more information, see the Create a CSR section.

After creating the CSR, you can either self-sign it or send it to a Certificate Authority (CA) for
signature, and the CA will then generate the certificate.
Once you upload the certificate to the system, you can either use it as a web server
certificate or use it while creating an IPsec tunnel.

Certificates TabCertificates Tab
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Create a CSRCreate a CSR

You can either generate a CSR and get it signed by a Certificate Authority or self-sign it. 

To create a CSR:

1. Go to SecuritySecurity :: CertificatesCertificates.
2. Click Create CSRCreate CSR.
3. To generate a CSR to be signed by a CA:

a. Enter the details.

b. Click Generate CSRGenerate CSR. Download the CSR and send it to a CA. 
c. To download the CSR, go to the CertificateCertificate table, and click the CSR name link.  
d. Click Download.Download.

DO NOT check the Self-signed field.DO NOT check the Self-signed field.
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You can share this file with CA and get it certified.

4. To generate a self-signed certificate for the webserver:
a. Select the Self-Sign Certificate field.

b. Specify the Certificate validity Certificate validity in days.
c. Select the Self-Sign Certificate field.
d. Click Generate CSRGenerate CSR. A self-signed certificate is listed in the Certificate Certificate tab.

5. To generate a self-signed certificate for the IPsec tunnel:
a. Specify the Certificate validity Certificate validity in days.
b. Select the User SSL Certi ficate Trust AttributeUser SSL Certi ficate Trust Attribute  field. 

i. Trusted Peer (P)Trusted Peer (P): Select this field if the Nodegrid device can act as a trusted
peer and be used in the authentication phase in an IPsec network.

ii. In the case of self-signed certificates, where there's no external CA involved,
these attributes are used to establish trust within the IPsec network. 

α. Trusted CA to issue client certificates (T)Trusted CA to issue client certificates (T): This attribute ensures
that the self-signed CA certificate is trusted to issue client certificates.
Select the field to allow the IPsec to be validated against this CA
certificate to prove their identity and securely gain access to the IPsec
network.

β. Trusted CA to issue server certificates (C)Trusted CA to issue server certificates (C): This attribute ensures
that the self-signed CA certificate is trusted to issue server certificates.
Select the field to allow the IPsec servers to validate against this CA
certificate to prove their identity and securely gain access to the IPsec.
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6. Click Generate CSRGenerate CSR.
7. A self-signed certificate is generated and listed under the CertificatesCertificates tab.

Upload a CertificateUpload a Certificate

You can use this option to upload certificates generated in a Nodegrid device or certificates
generated outside Nodegrid device.

To upload a signed certificate to the Nodegrid device: 

1. Go to  SecuritySecurity :: CertificatesCertificates.
2. Click Upload CertificateUpload Certificate.
3. When you upload a certificate to use for IPsec, select the User SSL Certificate TrustUser SSL Certificate Trust

Attribute Attribute field.
a. Trusted Peer (P)Trusted Peer (P): Select this field if the Nodegrid device can act as a trusted peer

and be used in the authentication phase in an IPsec network.
b. In the case of self-signed certificates, where there's no external CA involved, these

attributes are used to establish trust within the IPsec network. 
α. Trusted CA to issue client certificates (T)Trusted CA to issue client certificates (T): This attribute ensures that the

self-signed CA certificate is trusted to issue client certificates. Select the field
to allow the IPsec to be validated against this CA certificate to prove their
identity and securely gain access to the IPsec network.

β. Trusted CA to issue server certificates (C)Trusted CA to issue server certificates (C): This attribute ensures that
the self-signed CA certificate is trusted to issue server certificates. Select the
field to allow the IPsec servers to validate against this CA certificate to prove
their identity and securely gain access to the IPsec.

4.  Certificate LocationCertificate Location: This section allows you to upload the certificate using either of the following

options: 

a. Local ComputerLocal Computer: Select this option if the certificate is available on your system
locally.
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b. Remote ServerRemote Server: Select this option if the certificate is available on the remote server.
Enter the URL, Username, and Password to connect to the remote server.

c. The path in the URL to be used as the absolute path nameThe path in the URL to be used as the absolute path name:  The path on the
remote server is an absolute path instead of a relative path. Absolute paths always
start with the root directory and provide the full path to the file or directory.

d. Local SystemLocal System: Uses certificate files stored on /var/sw on Nodegrid device.

e. Text inputText input: Paste the content of the certificate here instead of uploading a file.
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Certificate File PasswordCertificate File Password: Some certificates are encrypted using a password, such
as the PKCS12 (.p12) files. In this case, you must specify the password to decrypt the
file.

5. Click SaveSave.
The certificate is successfully uploaded to the system.

Apply the Certificate to the System or WebserverApply the Certificate to the System or Webserver

You can use a valid certificate as the system certificate in the following cases:

CSR was generated in Nodegrid sent to a CA, signed, and uploaded again to the device.
CSR was generated in Nodegrid and self-signed.
A valid certificate is uploaded to the device bundled with its private key.

To apply a certificate on the system (webserver)

1. Log in to the Nodegrid Device.
2. Go to SystemsSystems :: Certificates.Certificates.
3. Select the required certificate.
4. Click Apply as a Apply as a System Certificate.System Certificate.
5. Click  Finish.Finish.

You will be logged out of Nodegrid. Enter the credentials again and the new certificate will be
applied to the system.

Applying the Certificate while creating an IPsec TunnelApplying the Certificate while creating an IPsec Tunnel

 The certificate created in the CertificatesCertificates tab can be used while creating an IPSec tunnel. IPsec on
Nodegrid supports authentication using X.509 certificates, which is a more secure way to establish a
tunnel and identify the systems participating in the tunnel.

To create an IPsec Tunnel using the Certificate:

1. Go to NetworkNetwork:: IpsecIpsec :: TunnelTunnel table.
2. Click the AddAdd button.
3. In the AuthenticationAuthentication Method, select CertificateCertificate. 
4. select the LeftLeft and RightRight Certificates.
5. The Local and Remote sections are populated once you upload the certificates:

NoteNote: If you are uploading a certi fi cate whose CSR was not generated: If you are uploading a certi fi cate whose CSR was not generated

in Nodegrid, ensure that the private key of that certi fi cate is includedin Nodegrid, ensure that the private key of that certi fi cate is included

whi le uploading the certi fi cate. This can be done by concatenating thewhi le uploading the certi fi cate. This can be done by concatenating the

private key wi th the certi fi cate content or by using a PKCS12 fi leprivate key wi th the certi fi cate content or by using a PKCS12 fi le

containing both the private key and the certi fi cate.containing both the private key and the certi fi cate.
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6.  Click SaveSave.

The certificate is used to ensure secure authentication, encrypted data transfer, and trust between VPN

endpoints.

Deleting a CertificateDeleting a Certificate

To delete a certificate: 

1. Log in to the Nodegrid Device
2. Go to SystemsSystems:: Certificates.Certificates.
3. Select the required certificate.
4. Click DeleteDelete.

The certificate is no longer listed on this tab.
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This tracks events and data logging settings. Events can be distributed with four different methods:
Email, File, SNMP Trap, and Syslog. Data logging and events logging can be stored locally, remotely
(via NFS) or sent to a syslog server. 

Auditing SectionAuditing Section
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Log settings are configured here. Data logging captures the data stream on the device, as well as to
and from devices. 

Settings tabSettings tab
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Update Logging SettingsUpdate Logging Settings

1. Go to Auditing :: Settings.

2. On Event Setting menu:

a. On Timestamp FormatTimestamp Format, select one:
UTCUTC  radio button (default)

LocalLocal TimeTime radio button

3. On Data Logging Settings menu:

a. Select Enable File DestinationEnable File Destination checkbox (if enabled, data logs stored at location
defined in Auditing :: Destination - default: enabled).

b. Select Enable Syslog DestinationEnable Syslog Destination checkbox (if enabled, data logs stored at
location defined in Auditing :: Destination - default: disabled).

c. Select Add Timestamp on every line loggedAdd Timestamp on every line logged checkbox.
d. On Timestamp FormatTimestamp Format, select one:

UTCUTC radio button (default)
Local TimeLocal Time radio button

4. On Logs Persistence menu:

a. Select Enable Persistent LogsEnable Persistent Logs checkbox (expands dialog). 

b. Log FilesLog Files (default values: dlog.log,messages,wtmp,), or edit, as needed.

5. Click SaveSave.

Data Logging SettingsData Logging Settings
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Events are automatically logged based on event and device settings. By default, all events are
stored to the local file system. This behavior is adjusted under Auditing :: Events. The administrator

can configure to which destination events and which event categories are logged.

There are four event categories:

Systems Events
AAA Events
Device Events
Logging Events

Events tabEvents tab
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This is a list of events. The table lists all current event types: 100 – 527 (list can be variable). 

Enable EventEnable Event

1. Go to Auditing :: Events :: Event List.

2. Locate and select checkbox(es).
3. Click EnableEnable (enables reporting of that event type).

Disable EventDisable Event

1. Go to Auditing :: Events :: Event List.

2. Locate and select checkbox(es).
3. Click DisableDisable (disables reporting of that event type). 

Edit EventEdit Event

1. Go to Auditing :: Events :: Event List.

2. Locate and select checkbox.
3. Click EditEdit (displays dialog). 

4. Select EnableEnable checkbox (must be enabled to report occurrence)
5. On Action Script Action Script drop-down, select one (list is based on available scripts).

Event List sub-tabEvent List sub-tab
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6. Click SaveSave.

NOTENOTE

If event is enabled, and an action script assigned, the script runs when the event occurs.
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Category reporting is defined here. Table indicates current settings for reporting. 

From 4K 110%, ThinkPad X1 (Windows) 

V4

3 Manually captured

Categories sub-tabCategories sub-tab
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v2 Using Firefox browser window screenshot capture.

V!)

MacBook Pro 4K monitor, 110%

From 4K 100%, ThinkPad X1 (Windows)_
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Set Event CategoriesSet Event Categories

This procedure uses ZPE Cloud as an example.

1. Go to Auditing :: Events :: Categories.

2. In Events column, click ZPE CloudZPE Cloud (displays dialog). 

3. Select other checkboxes, as needed.
4. Select ZPE Cloud EventsZPE Cloud Events checkbox (reports events that occur in ZPE Cloud).
5. Click SaveSave.

Set Categories for EmailSet Categories for Email

1. Go to Auditing :: Events :: Categories.

2. In Events column, click EmailEmail (displays dialog). 

3. When an event occurs in one of the selected checkbox(es), email is sent (configured in
Auditing :: Destinations :: Email.
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4. Click SaveSave.

Set Categories for FileSet Categories for File

1. Go to Auditing :: Events :: Categories.

2. In Events column, click FileFile (displays dialog). 

3. Select/unselect checkboxes, as needed.
4. Click SaveSave.

Set Categories for SNMP TrapSet Categories for SNMP Trap

1. Go to Auditing :: Events :: Categories.

2. In Events column, click SNMP TrapSNMP Trap (displays dialog). 

3. Select/unselect checkboxes, as needed.
4. Click SaveSave.

Set Categories for SyslogSet Categories for Syslog

1. Go to Auditing :: Events :: Categories.

2. In Events column, click SyslogSyslog (displays dialog). 

3. Select/unselect checkboxes, as needed.
4. Click SaveSave.
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Event Destinations are defined here.

Destinations tabDestinations tab
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File destination and archive settings are configured here. By default, data logs are written to local
files.

Configure File SettingsConfigure File Settings

1. Go to Auditing :: Destinations :: File. 

2. On Destination Destination drop-down, select Local Local (expands dialog). 

a. Enter File Size [Kbytes]File Size [Kbytes] (0=disabled, up to 2048 KB - default: 256).
b. Enter Number of ArchivesNumber of Archives  (number of archive files before discard - default: 1, max:

9).
c. Enter Archive by Time [HH:MM]Archive by Time [HH:MM] (when file archive is rotated - default: blank).

3. On Destination Destination drop-down, select NFS NFS (expands dialog). 

File sub-tabFile sub-tab

NOTENOTE

NFS requires RPC service to be enabled (Security :: Services).
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a. Enter NFS ServerNFS Server (IP address of NFS server).
b. Enter NFS PathNFS Path (path to NFS root directory).
c. Enter File Size [Kbytes]File Size [Kbytes] (0=disabled, up to 2048 KB - default: 1024).
d. Enter Number of ArchivesNumber of Archives  (number of archive files before discard - default: 10, max:

99).
e. Enter NFS Archive by Time [HH:MM]NFS Archive by Time [HH:MM] (when file archive is rotated - default: blank).

4. Click SaveSave.
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Support destinations are local Syslog destination or remote IPv4 and IPv6 destination. 

Configure Syslog SettingsConfigure Syslog Settings

1. Go to Auditing :: Destinations :: Syslog. 

2. Select System ConsoleSystem Console checkbox.
3. Select Admin SessionAdmin Session checkbox.
4. Select IPv4 Remote ServerIPv4 Remote Server checkbox. Enter IPv4 Address or HostnameIPv4 Address or Hostname (comma-

separated list). 

5. Select IPv6 Remote ServerIPv6 Remote Server checkbox. Enter IPv6 Address or HostnameIPv6 Address or Hostname (comma-
separated list). 

6. On Event FacilityEvent Facility drop-down, select one (Log Local 0, Log Local 1, Log Local 2, Log Local
3, Log Local 4, Log Local 5).

7. On Data Logging FacilityData Logging Facility drop-down, select one (Log Local 0, Log Local 1, Log Local 2,
Log Local 3, Log Local 4, Log Local 5).

8. Click SaveSave.

Syslog sub-tabSyslog sub-tab
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Any triggered event can be sent as an SNMP trap to an existing NMS system. SNMP v2 and 3 for
traps is supported. The MIB files for the device are available together with the firmware files. 

Configure SNMP Trap SettingsConfigure SNMP Trap Settings

1. Go to Auditing :: Destinations :: SNMP Trap. 

2. Enter ServerServer (comma-separated list).
3. On Transport ProtocolTransport Protocol drop-down, select one (UDP-IPv4, TCP-IPv4, UDP-IPv6, TCP-IPv6)

(protocol to send traps - default: UDP-IPv4).
4. Enter PortPort (default: 162).
5. Enter Client Address.Client Address.
6. On Trap Version menu, select one:

Version 2cVersion 2c radio button. Enter CommunityCommunity. 

Version 3Version 3 radio button (expands dialog). 

SNMPTrap sub-tabSNMPTrap sub-tab
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Enter User Name.User Name.
On Security LevelSecurity Level drop-down, select one (noAuthNoPriv, authNoPriv,
authPriv).
On Authentication AlgorithmAuthentication Algorithm drop-down, select one (MD5, SHA).
Enter Authentication Password.Authentication Password.
On Privacy AlgorithmPrivacy Algorithm drop-down, select one (DES, AES).
Enter Privacy Passphrase.Privacy Passphrase.

7. Click SaveSave.

Access MIB f iles Access MIB f iles 

(available in v5.6+)

CLI ProcedureCLI Procedure

The MIB files are located as follows:

root@nodegrid:~# ls -l /usr/local/mibs/root@nodegrid:~# ls -l /usr/local/mibs/

total 104total 104

-rw-r--r-- 1 root root 36940 Nov 20  2017 NodeGrid-MIB.asn-rw-r--r-- 1 root root 36940 Nov 20  2017 NodeGrid-MIB.asn

-rw-r--r-- 1 root root 61403 Nov 20  2017 NodeGrid-TRAP-MIB.asn-rw-r--r-- 1 root root 61403 Nov 20  2017 NodeGrid-TRAP-MIB.asn

-rw-r--r-- 1 root root  2732 Nov 20  2017 ZPESystems.smi-rw-r--r-- 1 root root  2732 Nov 20  2017 ZPESystems.smi

None Copy
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Events can be sent to an email address. 

Configure Email SettingsConfigure Email Settings

1. Go to Auditing :: Destinations :: Email. 

2. Enter Server.Server.
3. Enter PortPort (default: 25).
4. Enter Username.Username.
5. Enter PasswordPassword and Confirm Password.Confirm Password.

6. Enter Destination Email.Destination Email.

7. Enter Sender.Sender.

8. Select   Start TLSStart TLS checkbox (if TLS is used for communication).

9. Click SaveSave.

Email sub-tabEmail sub-tab
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The Dashboard (WebUI only) allows visual presentations of Event activities, Managed Device
details, and data monitoring. Multiple dashboards can be created for different purposes. For
example, one to monitor managed device data points (i.e., Power Consumption, Voltage, Current,
Temperature, Fan speed, etc.) Another dashboard can monitor Nodegrid events such as
authentication failures, login, and logout.

Dashboard SectionDashboard Section

(avai lable in v5.8+)(avai lable in v5.8+)

User interface updates.
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Navigation TabsNavigation Tabs

Navigation tabs are located on the left panel.

Description DetailsDescription Details
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Clicking on Discover Discover side-tab displays this toolbar. 

NewNew

Opens a new search. 

SaveSave

Opens dialog to save the current search. Enter TitleTitle and click SaveSave. 

OpenOpen

Discover Toolbar DescriptionDiscover Toolbar Description
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Opens a list of saved searched. 

ShareShare

Opens dialog to share the page. 

InspectInspect
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Opens panel with details. 
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Click on DashboardDashboard side-tab. 

Dashboards side-tabDashboards side-tab
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Click on a TitleTitle to display the Dashboard. 

EditEdit

Click EditEdit to display this toolbar. 

Full screenFull screen

Displays the dashboard on the full monitor width.

ShareShare

Displays this pop-up dialog. 

CloneClone

View DashboardView Dashboard
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Displays Clone dashboard dialog. Enter new name and click Confirm CloneConfirm Clone. 
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On DashboardDashboard side-tab, click Create DashboardCreate Dashboard to display this Toolbar. 

OptionsOptions

Displays this pop-up dialog. 

ShareShare

Displays this pop-up dialog. 

AddAdd

Displays Add panels dialog. 

CancelCancel

Cancels the Create New Dashboard process.

SaveSave

Create DashboardCreate Dashboard
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Displays pop-up dialog to save dashboard. Enter TitleTitle and click SaveSave. 
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Go to DashboardDashboard side-tab, list of Dashboards. Click a pencil icon to edit that dashboard. 

OptionsOptions

Provides visual display options. 

ShareShare

Opens Share dialog options of the current saved search. 

AddAdd

Displays Add Panels dialog. 

CancelCancel

Edit a DashboardEdit a Dashboard
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Displays Discard changes to Dashboard dialog. 

SaveSave

Displays Save dashboard dialog. 

OpenOpen

Displays Open search dialog. 
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Create NewCreate New

Displays New Visualization dialog. 

RefreshRefresh

How often the results are checked and shown in the display.

Quick select buttonQuick select button

Quick options to select a relative time frame to current time. 

Relative TimeRelative Time
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Click to customize time frames of data in panels. Click UpdateUpdate when done. 

Search barSearch bar

Enter search criteria to locate details. Search expressions are used to select/limit data points on the
visualization. They can be used as a filter for the whole visualization, or as a filter for the whole
dashboard.

Search expressions are not restricted to data point fields. An expression can also refer to fields
associated with the device (type, IP address, groups, custom fields, and more). For example, to
collect current from each outlet in a selection of Rack PDUs, use one custom field “rack:abc” with
another custom field “rack:xyz”. Here are some search examples:

host:"ServertechPDU"
collectd_type:”power”
type_instance:”AA1”
collectd_type:”power” AND type_instance:”AA1”
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Data Point fields (logstash-* Index )Data Point fields (logstash-* Index )

Fie ldFie ld ValueValue Des crip tionDes crip tion

host Device Name Name of the device being monitored.

plugin snmp, ipmi, nominal, aggregation Name of the collection plugin.

plugin_instance sum, average Instance of the plugin collecting the data, if the plugin requires it.
Present in the aggregation plugin.

collectd_type temperature, fan speed, humidity, counter,
percent time left, voltage, current power,
apparent_power, power_factor, frequency

Type of measurement.

type_instance Data Point Name Name of the element associated with measurement.

Device fields (logstash-* Index )Device fields (logstash-* Index )

Fie ldFie ld ValuesValues Des crip tionDes crip tion

name Device Name Name of the device being monitored.

mode enabled, on demand, disabled Device operational mode.

type device type Device type (assigned under Managed Devices).

family ilo, drac, ipmi_1.5, ilmi_2.0, cimc_ucs,
device_console, pdu

Device family.

addr_location Address Address (street, city, country).

coordinates Coordinates Latitude, longitude.

ip IP address Device IP address.

mac MAC address Device MAC address (if known).

alias IP address alias Alias of the IP address.

groups list of groups Groups authorized to access the device.

licensed yes, no Device license state.

status connected, disconnected, in-use, unknown Current device status.

nodegrid Nodegrid hostname Device hostname that controls the device.

custom fields  Any configured custom field for the device.

Event fields (*_date_* Index )Event fields (*_date_* Index )

Fie ldFie ld ValueValue Des crip tionDes crip tion

event_id Number Event ID number.

event_msg Text Event message.

host Nodegrid hostname Device hostname on which the event occurred.

message Text Full message text.

Configuration Expressions of Data PointsConfiguration Expressions of Data Points
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This allows an inspection of the entire JSON document that was indexed.

Collect Raw Data PointsCollect Raw Data Points

1. Go to Dashboard :: Discover. 

2. Next to the index name, click the Down-arrowDown-arrow. On the drop-down, select the Index Pattern: 

logstash-*logstash-*  (contains monitored data)

*_date_**_date_*(contains event notifications)

3. Adjust the time frame as needed. By default, all displayed data is collected within the defined
time frame.

4. Use SearchSearch to find a specific device or data point.
5. Verify that data points were collected.
6. Inspect the available fields.

Discover tabDiscover tab

NOTENOTE

Collected data is buffered before stored. it may take up to a few minutes for data to
display. If the data source produces a lot of content, buffers quickly fill up.
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Visualizations display aggregate data in a variety of options. Following are descriptions of data
presentation. 

Visualize tabVisualize tab
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Line Charts allow the visualization of data points along the line graph.

Create a Single or Multi-Line Chart (Configuration Example)Create a Single or Multi-Line Chart (Configuration Example)

1. Go to Dashboard :: Visualize.

2. On the VisualizeVisualize side-tab, click Create VisualizationCreate Visualization, 

3. Click the New Visualization dialog, click the LineLine icon. 

4. On the dialog, click logstash-logstash-*. 

Line ChartsLine Charts
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5. In the From a New Search, Select Index menu, click logstash-logstash-* (displays editor dialog). 

6. In the Metrics section, expand the Y-AxisY-Axis arrow. 

7. On the AggregationAggregation drop-down, under Metric Aggregations section, select AverageAverage . In

FieldField drop-down, select valuevalue. 

8. In buckets section, click AddAdd, and click X-AxisX-Axis. 
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9. On AggregationAggregation drop-down, select Date HistogramDate Histogram. Accept FieldField and IntervalInterval defaults. 

10. On the Toolbar, click SaveSave.
11. Enter a name for the visualization and click SaveSave.

Create a Multi-Line Chart (Configuration Example)Create a Multi-Line Chart (Configuration Example)

Follow the Single-Line Chart example and continue these steps.

1. Below Custom LabelCustom Label field, click +Add+Add. On the Add Sub-Bucket pop-up select Split SeriesSplit Series. 

2. On Sub AggregationSub Aggregation  drop-down, click FiltersFilters.
3. In Filter 1Filter 1, enter a search expression for the elements to visualize.
4. (optional) To associate a label, click the SettingsSettings icon and enter Filter 1 labelFilter 1 label.
5. (as needed) Click Add FilterAdd Filter and repeat.
6. (as needed) Click Add sub-bucketsAdd sub-buckets and repeat.
7. To refresh the graph, click RefreshRefresh. The graph example includes several sub-buckets. 
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8. On the Toolbar, click SaveSave (displays dialog). 

9. Enter a name for the visualization and click SaveSave.
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Create an Area Chart (Configuration Example)Create an Area Chart (Configuration Example)

The area chart is useful for stacking measurements for different but related entities.

1. Go to Dashboard :: Visualize.

2. On the VisualizeVisualize side-tab, click Create VisualizationCreate Visualization, 

3. Click the New Visualization dialog, click the LineLine icon. 

4. Click the Area Area icon. On the dialog, click logstash-logstash-*.
5. In metrics section, click on Y-AxisY-Axis icon. In AggregationAggregation drop-down, select SumSum.

6. On Buckets menu, X-Axis, on AggregationAggregation pop-up, select Data HistogramData Histogram. In IntervalInterval

drop-down, select CustomCustom then enter value (i.e., 30s).
7. Click Add FilterAdd Filter and click Add sub-bucketsAdd sub-buckets.
8. On the Select buckets type menu, click Split SeriesSplit Series. 

Area ChartsArea Charts

NOTENOTE

Become familiar with the Line Chart procedure before creating an Area Chart.
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9. On Sub AggregationSub Aggregation  drop-down, select FiltersFilters. In Filter 1Filter 1, enter value. Click Add FilterAdd Filter.
10. In Filter 2Filter 2, enter a search expression for the elements to visualize.
11. (as needed) Click Add FilterAdd Filter and repeat.
12. To refresh the graph based on the configuration, click RefreshRefresh.
13. The resulting visualization would look similar to this: 

14. On the Toolbar, click SaveSave. Enter a name for the visualization and click SaveSave.

NOTENOTE

When using area charts, be careful to not use the same measurement twice.
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Dashboards are a collection of one or more visualizations. These objects can be created, modified,
and deleted.

Manage DashboardsManage Dashboards

Create DashboardCreate Dashboard

1. On the left side panel, click DashboardDashboard tab (main panel lists saved visualizations). 

2. On the Navigation bar, click the Create NewCreate New icon. 

3. On the Editing New Dashboard panel, click AddAdd. 

4. On the Add Panels dialog, top panel lists available visualizations. To the upper right is the

option to create a new visualization.
5. On the visualization list, click the first one to add. The visualization displays in the dashboard

panel. Click others to add those to the dashboard panel. 

6. Resize (lower right corner handle) and reposition (click, drag and drop) the graphs, as
needed.

7. If needed, to include a filter, click Add a filterAdd a filter (displays Add a Filter dialog).

Dashboard tabDashboard tab
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Select from Fi lterF i lter  drop-down, Enter LabelLabel, then click SaveSave .

8. When the dashboard appearance and details are ready, click SaveSave  icon.

9. On the Save dashboard dialog:

a. Enter Ti tleTi tle .

b. Enter DescriptionDescription.
c. Click SaveSave.

10. The new dashboard is added to the list.
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This manages index patterns, saved objects. The advanced settings can tweak some points,
especially visualizations. 

Index Patterns sub-tabIndex Patterns sub-tab

Displays details of selected index patterns (screenshot shows logstash-*). 

Saved Objects sub-tabSaved Objects sub-tab

Displays Edit Saved Objects. To modify, click name on list. 

Advanced Settings sub-tabAdvanced Settings sub-tab

Settings can be directly edited here (admin privileges required). Carefully read the CautionCaution
statement, especially for the size of the history of saved search queries. 

Management tabManagement tab
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Nodegrid devices can run additional applications. These provide expanded software capabilities.
The most used apps are in the areas of monitoring and SD-WAN. While all Nodegrid units support
this feature, the Services Router Family is designed to run applications to enhance a wide variety of
connectivity options.

Applications SectionApplications Section

NOTENOTE

To run applications, additional licenses are required.
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Docker is an open platform to build, ship and run distributed applications. With Administrator
privileges, user can run Docker apps on Nodegrid. Docker applications can be pulled from DockerDocker
HubHub, starting and stopping of the Docker Containers.

Docker supports Seccomp and Apparmor. New containers are Seccomp and Apparmor enabled by
default.

To start a container without Seccomp and Apparmor, the following shell command is required:

Containers created before v5.4 retain the same behavior prior to this Docker upgrade. For example,
if the container was created with the default command, Seccomp and Apparmor is disabled.

Docker tabDocker tab

docker run --name <name> --security-opt seccomp=unconfined --security-optdocker run --name <name> --security-opt seccomp=unconfined --security-opt  

apparmor=unconfined <image name>.apparmor=unconfined <image name>.

None Copy
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Activate VirtualizationActivate Virtualization

1. Go to Security :: Services

2. In the Enable Virtualization Services menu.

3. Select Enable DockerEnable Docker checkbox
4. Make other settings, as needed
5. Click SaveSave.

Licenses are required. To view licensed applications, go to System :: Licenses.

VirtualizationVirtualization

NOTENOTE

The management of Docker Applications is currently only available through the WebUI. The
WebUI provides a basic interface to manage Docker Containers. For more advanced features,
administrators can use the docker command line tools.
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Administrators can directly download images from the Docker Hub to Applications :: Docker. The

Nodegrid device must have access to the Docker Hub.

Each container can be configured with several parameters, including exposed ports, memory
allocation, environmental variables, name, etc. When a container is created, detailed information is
displayed in drop-down menus.

Add a new Docker ImageAdd a new Docker Image

1. Ensure the virtualization license is valid, and device firmware version is 5.4 or later.
2. Go to Security :: Services and ensure Docker services are enabled.

3. Go to Applications :: Docker.

4. Click Get new imageGet new image.
5. Type httpd httpd and press EnterEnter.
6. On the list, select the image and click DownloadDownload.
7. On download, the image is listed in the Images table.

Add a New Docker ContainerAdd a New Docker Container

1. Select the image and click PlayPlay.
2. Adjust the configuration details.
3. Click RunRun.

For additional details see the official Docker create documentation.

Docker ImagesDocker Images

NOTENOTE

Requires administrator privileges.

NOTENOTE

After the container is created, it does not automatically start.
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On Applications :: Virtual Machines, virtual machines can be created, imported, and managed.

Within the drop-down menu, an embedded VNC terminal is available and automatically started with
the VM.

Virtual Machines tabVirtual Machines tab
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Create a Storage PoolCreate a Storage Pool

1. Go to Applications :: Virtual Machines.

2. Click Storage poolsStorage pools (displays dialog). 

3. Click Create storage poolCreate storage pool (displays dialog). 

a. Enter Name.Name.
b. On TypeType drop-down, select Filesystem directory.Filesystem directory.
c. On TargetTarget pathpath drop-down, select list of file folderslist of file folders.

4. On StartupStartup, select Start pool when host bootsStart pool when host boots checkbox.
5. Click CreateCreate.

Create sdb StorageCreate sdb Storage

Step 1 – Create storage poolStep 1 – Create storage pool

This is used in the Access Additional Drive(s)/Drive Partitions procedure.

1. Go to Applications :: Virtual Machines.

2. Click Storage poolsStorage pools
3. Click Create storage poolCreate storage pool
4. Enter NameName
5. On TypeType drop-down, select Filesystem directoryFilesystem directory
6. On TargetTarget pathpath field, enter:  /var/local/file_manager/admin_group/sdb1//var/local/file_manager/admin_group/sdb1/

Storage PoolsStorage Pools
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7. On StartupStartup, select Start pool when host bootsStart pool when host boots checkbox.
8. Click Create. Create. 

Step 2 – Create VolumeStep 2 – Create Volume

1. Expand the details (click Right-arrowRight-arrow – left side)

2. Click ActivateActivate.
3. On Storage volumes sub-tab, click Create a VolumeCreate a Volume.

4. Enter NameName
5. On SizeSize drop-down, select GibGib or MiBMiB.
6. On FormatFormat drop-down, select one (qcow2, raw).
7. Click CreateCreate. 

Step 3 – Create Virtual MachineStep 3 – Create Virtual Machine

1. On Virtual Machine page, go to Virtual machines section: 

2. Click Create VM Create VM (displays dialog). Enter details: 
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3. Enter Name.Name.
4. On Installation typeInstallation type drop-down, select Download an OS.Download an OS.
5. On Operating systemOperating system drop-down, select one (depends on Installation typeInstallation type selection).
6. On StorageStorage drop-down, select the sdbsdb storage pool.
7. On VolumeVolume  drop-down, select the sdb sdb volume.

8. Enter SizeSize values.

9. Enter MemoryMemory values.
10. (if available) Select Run unattended installationRun unattended installation checkbox.
11. Select Immediately start VMImmediately start VM checkbox.
12. Click CreateCreate.
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Create a NetworkCreate a Network

1. Go to Applications :: Virtual Machines.

2. Click NetworkNetwork (displays dialog)
3. Click Create virtual networkCreate virtual network (displays dialog). 

4. Enter Name.Name.
5. On ForwardForward mode drop-down, select NAT.NAT.
6. On DeviceDevice drop-down, select one.
7. On IP configuration IP configuration drop-down,

 IPv4 onlyIPv4 onlyselection
Enter IPv4 address.IPv4 address.

Enter Mask or prefix length.Mask or prefix length.
Select DHCP rangeDHCP range checkbox, enter StartStart and End End values.

IPv6 onlyIPv6 only selection
Enter Prefix length.Prefix length.

DHCP rangeDHCP range checkbox, enter StartStart and End End values.

IPv4 and IPv6IPv4 and IPv6 selection
Enter IPv4 address.IPv4 address.

Enter Mask or prefix length.Mask or prefix length.

DHCP rangeDHCP range checkbox, enter StartStart and End End values.
Enter IPv6 address.IPv6 address.

Enter Prefix length.Prefix length.

DHCP rangeDHCP range checkbox, enter StartStart and End End values.

8. Click CreateCreate.

NetworksNetworks
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Create a new VM via LibvirtCreate a new VM via Libvirt

1. Copy the .iso image to /var/lib/libvirt/images
2. Go to Applications :: Virtual Machines.

3. Click Create VMCreate VM (displays dialog).
4. Enter NameName
5. On Installation TypeInstallation Typedrop-down, select Local install media (ISO image or distro install tree).

Other options: URL (ISO image or distro install tree), Network boot (PXE).
a. Installation SourceInstallation Source (options adjust based on Installation TypeInstallation Type selection).
b. Operating SystemOperating System drop-down, select one (if available).
c. StorageStorage drop-down, select one (Create new volume, No storage, Storage pools).
d. If Create new volumeCreate new volume selected, enter SizeSize and MemoryMemory.
e. Immediately Start VMImmediately Start VM checkbox

6. Click CreateCreate.

Libvirt VM ToolLibvirt VM Tool
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This provides information on Devices, Firmware and System.

WiFi Controller tabWiFi Controller tab
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Get OpenWiFi ScriptGet OpenWiFi Script

To get the OpenWiFi install package, contact Technical Support.

Install OpenWiFi ScriptInstall OpenWiFi Script

1. Copy the package to the Nodegrid device (any location is acceptable).
2. Open Shell SUDO.
3. To make it executable:

chmod +x (package_file)chmod +x (package_file)

4. To execute:
Text
✏ 
opkg install (package_file)opkg install (package_file)

5. To view the OpenWiFi application, go to Applications :: WiFi Controller.

Enable/Disable WiFi ControllerEnable/Disable WiFi Controller

1. Go to Security :: Services.

2. In Active Services menu:

3. Select/unselect Enable WiFi ControllerEnable WiFi Controller checkbox.
4. Click SaveSave.

Install OpenWiFiInstall OpenWiFi
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Devices side-tabDevices side-tab

Go to Applications :: WiFi Controller :: Gateway – Devices :: Dashboard. 

Go to Applications :: WiFi Controller :: Gateway – Devices :: Table. 

On the Actions column, click buttons, as needed. 

 Connect this device

Applications :: WiFi Controller :: GatewayApplications :: WiFi Controller :: Gateway
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 Delete this device.

 Display details on this device.

 Refresh this device.

Firmware side-tabFirmware side-tab

Go to Applications :: WiFi Controller :: Gateway – Firmware :: Dashboard. 

Go to Applications :: WiFi Controller :: Gateway –  Firmware ::Table. 

 Copy this URI to clipboard.

Display details on this URI.

System side-tabSystem side-tab
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Go to Applications :: WiFi Controller :: Gateway – System. 

Click DetailsDetails link to display Certificate details. 

To reload, on SelectSelect drop-down, select one, then click Refresh icon.
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World side-tabWorld side-tab

Go to Applications :: WiFi Controller :: Provisioning – World :: Main. 

ButtonsButtons:

Add Child Entity to World

Save

Edit

Close window

Delete

Refresh

Inventory side-tabInventory side-tab

Go to Applications :: WiFi Controller :: Positioning – Inventory. 

Contacts side-tabContacts side-tab

Applications :: WiFi Controller :: ProvisioningApplications :: WiFi Controller :: Provisioning
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Go to Applications :: WiFi Controller :: Positioning – Contacts. 

Locations side-tabLocations side-tab

Go to Applications :: WiFi Controller :: Positioning – Locations. 

Configurations side-tabConfigurations side-tab

Go to Applications :: WiFi Controller :: Positioning – Configurations. 

System side-tabSystem side-tab

Go to Applications :: WiFi Controller :: Positioning – System. 
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Administrators can run additional NFV's or other Virtual Machines. A large variety of configuration
options are available through the command line interface.

Contact Technical Support for more information.

Network Function VirtualizationNetwork Function Virtualization
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